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Abstract

This study proposes to quantify media messages about a tourist destination in the form of time series and then use these series as variables representing a qualitative factor of destination image in models of tourism demand. Quantified media messages, or Dynamic Destination Image Index series, are obtained applying content analysis methodology to media materials that reflect news volume, topics raised about the destination, and favorability of coverage. The methodology of quantifying media messages is demonstrated using articles about Russia published in three influential U.K. newspapers—the Times, the Guardian, and the Independent. To test whether media messages account for variance not captured by traditional econometric variables, the series were used in models of total and leisure U.K. arrivals to Russia for the period of 1993-2007. Four DDII-Russia news series were found to be significant factors in consumer destination choice.
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Introduction

The purpose of this study is twofold. First, the study introduces numerical measures of change in a destination’s perception through time, which is called the Dynamic Destination Image Index (DDII; Stepchenkova 2009). Essentially, DDII reflects positive and negative events that happened at a destination, the destination’s natural resources and culture, how safe it is for tourists, how well developed its infrastructure is, and other important attributes, as they are presented in mass media in the destination market. Media messages published about a destination are quantified in a time series that reflects changes in destination image through time. The presumption is that such quantifications should be based on the volume of media materials in the source country about the destination, topics raised, and the favorability of that media coverage. Second, as evidence of the value of these series, they are used as variables representing qualitative factors of destination image in models of tourism demand.

The construction of DDII is guided by content analysis methodology. It has precursors in previous social science and econometric studies, where a wealth of textual materials is summarized as an index that is then used as an explanatory variable in a model. The procedure of quantifying media messages is demonstrated using Russia as a destination and the United Kingdom as a source market. The DDII series are constructed for the 1992-2007 period, quarterly, and tested in a model of total and leisure U.K. arrivals to Russia. The research was motivated, in part, by previous work modeling U.K. demand for travel to Russia and to China (Stepchenkova and Ismail 2007). The Chinese model performed well both in terms of fit and in agreement with economic theories. The model of U.K. leisure arrivals to Russia was problematic; the effect of the Russian price variable was positive and significant. It was hypothesized that this result was due to the recent opening up of Russia to the world, which generated so much excitement that travelers were willing to overlook high prices, underdeveloped infrastructure, and complicated visa procedures. Thus, the current study extends this previous work for U.K. arrivals to Russia by introducing the quantified news series reflecting the presentation of Russia as a destination in the U.K. mass media.

Contribution of this study lies in testing the feasibility of deriving destination image as quantified media messages and using them in models of tourism demand to determine if their introduction better explains behavior with respect to destination selection process. Practical significance of the study lies in potential improvement of modeling tourism arrivals.
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Study Background

Indices in Social Sciences

There are some notable examples of social science studies that involved constructing indices from textual data. Mahl (1959) suggested an index of patient anxiety during a psychiatric interview as a ratio of the number of speech disturbances in a word sample to the total number of “words” in the sample. McClelland (1958) took the frequency of a category of assertions or images related to action, goals, and progress to indicate their producer’s achievement motive. The index was derived from ancient Greek literary documents and correlated with periods of prosperity of the ancient Greek society. Merritt (1966) developed an index of the rising national consciousness among the 13 original American colonies based on newspaper accounts for years 1735-1775. The researcher found a shift in the use of the names of places in colonial England to the names of places in America and concluded this showed a rising national consciousness. Letters of complaints to city halls were used by Krendel (1970) to develop an index of citizen dissatisfaction. The study suggested that the index of citizen complaints could be as good an indication of the urban quality of life as more conventional statistics on health, social mobility, income, or the physical environment. A study by Gerbner et al. (1979) created a television violence index based on the number of violent scenes in fictional TV programs.

Flesch’s (1951) “readability yardstick” gradually developed in several studies; the final formula used average sentence length measured in number of words and average number of syllables per word as a combined measure of text readability. A version of Flesch’s yardstick is used by government contractors to finalize instructions to military personnel and by insurance companies to evaluate contracts (Krippendorff 2004). Danielson, Lasorsa, and Im (1992) applied a computer version of the Flesch index to compare readability of printed novels and news for a 100-year period. The study found that while novels had become easier to read, printed news had become harder to read, primarily because of the use of longer words. Namenwirth (1973) used frequencies of value variables to describe value change in America for a period of 120 years. He analyzed platforms of the Republican and Democratic parties for the period of 1844-1964 to test a hypothesis that a society’s concern with various values (e.g., wealth or power) is cyclical. A thematic content analysis where theme prevalence was examined over time was conducted by Danielson and Lasorsa (1997). The researchers wanted to tap the perceptions of social change in the United States as reflected through two prominent newspapers, the New York Times and the Los Angeles Times, over the 100-year period.

Indices that have been used in previous research can be divided into five classes—those based on (1) frequency, (2) favorability, (3) intensity, (4) word co-occurrences, and (5) presence or absence of a concept (Holsti 1969; Krippendorff 2004). Of the five, the first two are used most often. The frequency with which a symbol, idea, reference, or topic occurs in a stream of messages is taken to indicate the importance of, attention to, or emphasis on that symbol, reference, idea, or topic in the messages (Lasswell, Lerner, and Pool 1952). Lasswell and his colleagues explained the symbolic character of communication using examples from political science. They stated that

as a means of surveying the significant features of a vast body of symbol materials, it is convenient to focus upon key symbols occurring in the flow of political statements. The role of key symbols in political life is deeply woven into the texture of the body politic, since symbols enter into the experience of everyone, irrespective of status. (Lasswell, Lerner, and Pool 1952, p. 14)

All indices described earlier in this section incorporated frequency counts in some way. Favorability analysis is based on the theory of attitude, which is sometimes defined as an evaluative response toward an entity, a predisposition to respond in a certain way (Cohen and Areni 1991). As formulated by Eagly and Chaiken (1993), attitude is “a psychological tendency that is expressed by evaluating a particular entity with some degree of favor or disfavor” (p. 1). The number of favorable and unfavorable characteristics attributed to a symbol or idea is often viewed as an indicator of the attitudes held by writers, readers, or their common culture toward that symbol or idea. Attitude objects are valued, “liked,” or “disliked” in degrees ranging from positive to neutral to negative. According to Osgood, Suci, and Tannenbaum (1957), “attitudes can be ascribed to some basic bipolar continuum with a neutral or zero reference point, implying that they have both direction and intensity and providing a basis for the quantitative indexing of attitudes” (p. 189). The suitability of the index type to answer a particular research question should be considered prior to constructing the index (Krippendorff 2004; Rapoport 1969). There is also an issue with index validity, and a simple declaration of the index value is not enough. The researcher has to validate their indices by designing suitable tests, for example, establishing correlation of indices derived from the textual materials with some external phenomenon.

Demand Models with Qualitative Factors

The idea of using variables representing qualitative factors in modeling demand has been applied to better understand consumer behavior. Brown and Schrader (1990) investigated how scientific information about cholesterol levels and its connection to heart disease influenced egg consumption in the United States. The researchers developed two data series:
one that indicated the cumulative sum of articles appearing in medical journals that support the link between blood serum cholesterol and heart disease (“negative information”) and another that indicated the cumulative number of articles that attacked or questioned the link (“positive information”). They reasoned that consumers received health information from many sources, including physicians, neighbors, and the popular press. The hypothesis was that consumers’ attitudes toward cholesterol changed slowly as scientific information accumulated; thus, a lagged index based on articles in medical journals could serve as a proxy for information reaching consumers from many sources. Results showed that the increasing information on the links between cholesterol and heart disease led to a decrease in per capita shell egg consumption in the United States.

A number of papers have focused on advertising effects in modeling demand. A study by Kinnucan et al. (1997) investigated whether generic advertising and health information have detectable effects on U.S. meat demand. These scholars constructed a health information index based on Brown and Schrader’s (1990) cholesterol index. The study found that health information had a significant effect in each of four equations (beef, pork, poultry, and fish), while the estimated effects of generic advertising were found to be modest. Chang and Kinnucan (1991) examined the roles of cholesterol and advertising in explaining consumption trends for fats and oils, focusing on butter. Results suggested that increased consumer awareness of the health effects of cholesterol had contributed to changes in butter consumption. Green, Carman, and McManus (1991) found that generic advertising effects for dried fruit are generally weak when compared to price and total expenditure effects. Empirical finding from advertising studies supported the hypothesis that advertising has carryover, or lagged, effects; unfortunately, theory provides little information as to the structure and length of these dynamic processes (Brester and Schroeder 1995).

Researchers have been aware that unfavorable product information appears to have a much stronger influence than similar amounts of favorable information on consumers’ decision-making process (Weinberger, Allen, and Dillon 1981). Mizerski (1982) summarizes research on the disproportionate cognitive weighting of positive and negative information by consumers from marketing, consumer behavior, and psychology disciplines. Menzel and Katz (1955) followed by Rogers (1962) noted that unfavorable information tended to slow new product adoption; however, these authors did not present any quantifiable evidence. Reynolds and Darden (1972) found evidence that consumers did not buy products as a result of the unfavorable information. The outcome of a study by Wright (1974) indicated that consumers placed more weight on negative information if time for their decision making is limited. All this evidence highlights the importance of information processing by consumers.

Tourism scholars agree that econometric models of tourism demand lack explanatory variables that account for qualitative factors pertinent to tourists’ decision-making process (Li, Song, and Witt 2005; Lim 1997; Song and Witt 2000). These factors have been previously included in models of tourism demand in the form of “dummy” variables. However, such an approach is limited for two reasons. First, the period of influence of a particular “dummy” variable is difficult to define; thus, it is seldom more than arbitrary. Second, “dummy” variables cannot reflect dynamic changes in qualitative variables; rather, they indicate presence or absence of a certain factor. Tourism scholars have been making econometric models more and more complex in both functional form and estimation methods used; however, overall model performance is still inadequate (Li, Song, and Witt 2005; Song, Witt, and Jensen 2002). Quantified media messages or the DDII series is an attempt to address these inadequacies.

Travel Information Sources

In the past 30 years, extensive research has been done on tourist information search strategies and its potentially large role in understanding, predicting, and influencing travel behavior (Ajzen and Driver 1992; Fodness and Murray 1997, 1998; Mayo and Jarvis 1981; Moutinho 1987; Sirakaya and Woodside 2005). Several typologies of information sources have been proposed by tourism researchers, such as commercial versus noncommercial (Gartner 1993), external versus internal (Raizt and Dakhil 1989), or personal versus impersonal (Engel, Blackwell, and Miniard 1995). Fodness and Murray (1997) defined two approaches to information search—those based on combination of the information sources used (the “strategic” model by Snepenger et al. 1990) and those based on the effort made, that is, number of sources used and time spent (the “contingency” model by Schul and Crompton 1983). According to Moutinho (1987), travelers use routine, limited, or extended information search strategies when they search for travel-related information. One of the factors affecting strategy choice is perceived risk. For example, in high-risk situations involving large amounts of money, a larger number of information sources are consulted and time spent on search for relevant information increases (Sirakaya and Woodside 2005).

The research has yet to settle on a single model of travel information search behavior. A meta-analysis of information search behavior studies conducted by Sirakaya and Woodside (2005) found many limitations. In general, surveyed models depended heavily on rationality of tourism behavior and viewed potential travelers as aiming to maximize utility (e.g., Schmoll 1977; Wahab, Crompton, and Rothfield 1976). However, human decisions are not perfectly rational (Bettman, Luce, and Payne 1998; Tversky and Kahneman 1974); travel decisions are influenced by a host of noneconomic
factors such as images, long-term desires to visit a particular country, or cultural interest that are unknown to the researcher and may make travelers appear to act irrationally. The approach taken in this study acknowledges the complexities and multifactorial nature of information search strategies used by potential tourists. Using content analysis, this study attempts to quantify the amount and favorability of destination information that reaches potential travelers from all sources by selecting information transmitted by influential newspapers as a proxy to all potential tourists’ information.

Method

Source Selection

Selecting communication sources is the first sampling decision in a procedure that “may involve as many as three steps: selecting sources of communication, sampling documents, and sampling within documents” Holsti (1969, p. 130). Lasswell, Lerner, and Pool (1952) make a strong case for newspapers as suitable sources for content analysis research. Newspapers appear regularly and frequently, they have uniform formats and many of their parameters, such as circulation, geographical area of distribution, social and political orientation, and ownership are known. The researcher is relatively sure who controls and who reads the news and it is easy to distinguish newspaper editorials from news, from letters to editors, and other types of materials. Newspapers are conveniently accessible from electronic databases, and archives date well back into the past. Analyses often focus on “prestige” newspapers and journals because they are felt to represent most adequately the views of the political elite (Lasswell, Lerner, and Pool 1952; Namenwirth 1969; Wells and King 1994) and, therefore, are considered “more influential” than local papers.

In this study, three influential and widely distributed U.K. newspapers that focus on serious journalism—the Times, the Guardian, and the Independent—were chosen as sources of textual material for constructing the DDII series. Since the U.K. Internet penetration rate was below 26.2% before the year of 2000 (www.internetworldstats.com/eu/uk.htm), selection of print media for the study was judged appropriate. All three newspapers are placed within the top 10 British newspapers with the highest circulation: as of January 2009, the Times, the Guardian, and the Independent had circulation figures of 617,483, 358,844, and 215,504 copies, respectively, according to the Audit Bureau of Circulation (www.abc.org.uk). “The Big Three” have different political agendas; they are oriented to different social strata and considered national newspapers. Each newspaper has an online version, which would provide an even wider distribution of newspaper materials. It was posited that the Big Three could be used to represent not only all U.K. newspapers but all sources of information for potential U.K. tourists.

Sample Selection

Textual data for the period of 1992-2007 were taken from the LexisNexis Academic database, one of the world’s largest general news databases. LexisNexis Academic has a built-in language that allows selecting and sorting documents within sources; for instance, by headline, section, subject, or page. Since format, structure, and content classification system of the three selected newspapers differ, it was decided to start searching for the articles that had the words Russia, Moscow, or Petersburg in headlines, making the first round of the search as wide as possible. The selected articles were then examined to determine the most relevant sections of each newspaper to help refine the search. “When using relevance sampling, analysts proceed by actually examining the texts to be analyzed, even if only superficially, often in a multistage process” (Krippendorff 2004, p. 119). Sections that contained relevant articles were identified for each of the newspapers. It was decided that the front pages of each newspaper were to be searched as well because they report natural disasters, terrorist attacks, airlines crashes, infrastructure failures, and political riots. These themes are all directly related to perception of important destination attributes—political stability, safety from harm, sanitary conditions, and level of infrastructure development (Crompton 1979; Echtner and Ritchie 1993). The process resulted in a unique search string for each of the newspapers (Stepchenkova 2009).

Sample Description

The search resulted in the selection of 2,493 articles. They were organized by source, year, month, date, day of the week, title, newspaper section, length (in number of words), and text body. The LexisNexis Academic database sometimes includes duplicates of the articles (Deacon 2007). Two selected articles were considered duplicates if all their above-mentioned fields were the same. Duplicates from the Times (12), the Guardian (17), and the Independent (25) were excluded from analysis. The final sample contained 2,439 articles: 921,910, and 608 from the Times, the Guardian, and the Independent, respectively. Monthly distribution of all collected articles is given in Figure 1. It clearly shows four peaks—October 1993, December 1993, August 1998, and October 2002. In the BBC version of modern Russia’s timeline (http://news.bbc.co.uk/2/hi/europe/country_profiles/1113655.stm), the events that happened in these months are described as follows:

October 1993—Yeltsin orders the army attack on parliament, which is recaptured following a bloody battle. In December Russians approve a new constitution which gives the president sweeping powers. Communists and ultra-nationalists make large gains in elections to the new legislature, the State Duma, which replaces the former parliament, the Supreme Soviet.

October 2002—Chechen rebels seize a Moscow theatre and hold about 800 people hostage. Most of the rebels and around 120 hostages are killed when Russian forces storm the building.

The four peaks in Figure 1 were considered an indication of adequacy of the data selection process. Finally, the monthly numbers of collected articles were aggregated by quarter, to be consistent with quarterly arrivals data and economic data series used in modeling the U.K. arrivals in Russia for years 1993-2007. The media content was analyzed for dates 1992-2007. Extending the DDII series 1 year prior to the start of the arrival series enabled the use of all arrival data points in the model when the DDII series was lagged.

Category Coding

Studies by Crompton (1979) and Echtner and Ritchie (1993) provide theoretical groundings for category formalization, while the grounded theory approach by Glaser and Strauss (1967) supports the idea of taking the content of textual material into consideration when developing a category set. Collected textual material has to be considered because a category set for a “sea, sand, and sun” destination might differ in many respects from that of more complex destinations, such as Russia. Based on previous studies of Russia’s destination image (Stepchenkova and Morrison 2006, 2008) and preliminary analysis of 240 randomly selected articles (~10%) collected in this study, seven broad categories of Russia-related news in the U.K. general media were determined: Culture and History, Economic Development, Social Issues, Internal Affairs, Foreign Affairs, Safety, and Tourism. Each of these categories is described in more detail below.

Culture and History (CULT). The CULT category consists of three subcategories, Arts, History, and Customs, and each subcategory includes articles with several major themes, as can be seen in Table 1. Articles from the CULT category are often reports from U.K. correspondents in Russia, description of new books about Russia, exhibition and performance announcements, and obituaries of distinguished individuals closely connected with Russia. These articles are often placed in the History and Arts sections of the Guardian, the Arts Reviews section of the Independent, and the Feature section of the Times.

Economic Development (ECON). The ECON category consists of four subcategories: Yeltsin’s Reforms, Financial, Industry, and Purchasing Power. The Yeltsin’s Reforms subcategory includes articles about economic reforms conducted by the Yeltsin government in the early 1990s. The Financial subcategory primarily contains news about Russia’s investment climate and financial crisis of August 1998. The Industry subcategory includes articles about Russian natural monopolies and industry development. News about opening new companies in Russia, joint ventures, mergers, and acquisitions were also included into this subcategory. Finally, the Purchasing Power subcategory contains news about the growing purchasing power of Russian middle class. For this and following categories, tables with examples of relevant articles are not provided because of space constraints; they can be found in Stepchenkova (2009).

Social Issues (SOC). The SOC category consists of three subcategories: Westernization, Transformation, and Social Problems. The subcategory Westernization includes articles about increased openness of Russia, friendliness toward the West, and acceptance of Western culture. The subcategory Transformation contains news about hardships that Russian people endured during the period of reforms and social changes that happened within the society. The articles often tell about these changes through the experiences of a particular person or family. The subcategory Social Problems includes reports about such social ills as prostitution, homeless people, or treatment of gay people. Reports on media issues and freedom of speech are also coded in this subcategory. It also includes news on women’s issues, religion, education, health care, or sports.

Internal Affairs (IA). The IA category consists of three subcategories: Political Life, Human Rights, and Chechnya. The Political Life subcategory is the largest one and contains articles about Russian political figures, presidential and parliamentary elections, Communist and other political parties, as well as the current political situation in Russia. The subcategory Human Rights addresses high-profile legal cases addressing those rights. News covering the relationships of
the Federal Government and the Chechen Republic, as well as the military conflict in Chechnya, is classified into the subcategory Chechnya.

**Foreign Affairs (FA).** The FA category consists of four subcategories: Foreign Relations, International Conflicts, U.K.–Russia Issues, and Military Threat. The Foreign Relations subcategory includes such major themes as relationships between Russia and former Soviet republics, other sovereign nations, and international alliances (e.g., NATO) and organizations (e.g., UN). The International Conflicts subcategory of articles deals with news about conflicts in the territory of the former Yugoslavia (e.g., Serbia and Kosovo) and in Iraq. The relationship with the United Kingdom was classified as a separate subcategory, U.K.–Russia Issues, which covered news about visits of the British queen and Prime Minister to Russia, as well as cooperation and tensions between the two countries. The last subcategory, Military Threat, includes issues about Russian military, its missile arsenal, and its nuclear capabilities.

**Safety (SAFE).** The SAFE category consists of four subcategories: Crime, Unrest, Negative Events, and Terrorism. The subcategory Crime includes criminal statistics and news about crime in Russia. Occasional news about flu epidemics were also classified into this subcategory. The subcategory Unrest includes news about widespread protests, both politically and nonpolitically motivated and street violence. The subcategory Negative Events covers highly publicized disasters like the sinking of submarine *Kursk* in August 2000. The largest subcategory in the SAFE category deals with instances of terrorism. Articles from the SAFE category are often found on the front pages of the selected newspapers.

**Tourism (TOUR).** The TOUR category contains articles about Russia as a travel destination, published travel offers, and tourism-related news. These materials are often placed in the Travel section of the *Guardian*, the Travel Update section of the *Independent*, and the Features section of the *Times*. The variety of topics includes descriptions of Moscow and St. Petersburg, as well as other historical cities.
geographical zones like Siberia and Far East, architectural and natural attractions, and infrastructure.

Not Relevant (NR). In the coding process, one more category of articles was identified, which was named Not Relevant (NR). After the search strings for material selection were perfected and the sample of 2,439 articles selected, it was possible that some of the articles were still not relevant to the proposed research question. For example, a few articles had the word combination “Russian roulette” in the headline, but they were not about Russia at all. Therefore, in the coding process, the researcher had to assess any single article for relevance to the study. Less than 4.0% of textual material was classified as irrelevant. The low rate was considered another indicator that the initial article selection criteria were adequate.

In addition to determining the categories, the researcher must designate the textual units (sampling, recoding, and context) for coding. Sampling units, for example, an article or a book, provide a basis for identifying textual populations relevant to the research questions and selecting a sample for content analysis (Neuendorf 2002). Recording units are typically contained in sampling units, at most coinciding with them but never exceeding them, and constitute “the specific segment of content that is characterized by placing it in a given category” (Holsti 1969, p. 116). To classify a recording unit into one of the established categories, a context unit also needs to be determined. In this study, the sampling unit coincided with the recoding unit, which was a single article. Classification of the articles into a certain category was based on the headline or, if the headline was inconclusive, on the first paragraph (5-10 sentences) of the text.

### Favorability Assessment

Coded articles were assigned one of three “favorability” values based on whether the coverage of a topic in the article was mostly negative (−1), neutral (0), or positive (+1). To reduce subjectivity, several subcategories were assigned a constant favorability value: for example, articles from the subcategory Soviet Past were always coded as −1, since previous research by Stepchenkova and Morrison (2008) indicated that among potential U.S. travelers to Russia, the country’s Soviet past was a negative factor in an overall image perception. In the same manner, news from the Safety category (SAFE) was always coded as −1. Articles from the Tourism category (TOUR) were never coded as neutral: it was reasoned that as long as news from this category were not clearly unfavorable, travel-related materials increased visibility of Russia as a destination and should be counted as positive.

In the instances when a favorability score was not determined by category or subcategory, assignment of the score involved two main considerations: (1) the issue itself and (2)

<table>
<thead>
<tr>
<th>Table 2. Favorability Coding: Tourism Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Cities</td>
</tr>
<tr>
<td>Natural resources and wildlife</td>
</tr>
<tr>
<td>Accessibility</td>
</tr>
<tr>
<td>Packages</td>
</tr>
<tr>
<td>Tours and cruises</td>
</tr>
<tr>
<td>Airlines and airports</td>
</tr>
<tr>
<td>Transportation</td>
</tr>
<tr>
<td>Hotels</td>
</tr>
<tr>
<td>Cuisine</td>
</tr>
</tbody>
</table>
the attitude to this issue expressed in the article. Articles about such social ills as prostitution, alcoholism, or homeless people were always coded as negative. In cases when the issue itself was insufficient to decide about favorability, the headlines and the first 5 to 10 sentences of an article were examined for author’s attitudes. For instance, headlines like “From Russia with Love” or “Why Russian Schools Are Cool” were considered as indicators of positive attitudes. Articles about the political crisis of October 1993, economic hardships and social turmoil during the Yeltsin reforms, financial default of August 1998, military conflict in Chechnya, and the Moscow theatre siege by Chechen terrorists were consistently assessed negatively in their respective categories. Table 2 provides examples of favorability coding in the Tourism (TOUR) category; for examples from other categories, see Stepchenkova (2009).

**Interrater Reliability**

Since coding is always susceptible to the researcher’s biases, control coding was conducted. This control coding was done to estimate whether the categories and favorability guidelines were formulated in such a way that the articles could be “objectively” placed in categories and rated as to their favorability. Rater 1 was the first author of this paper, the one who examined the 240 articles to identify categories and formulated guidelines for the coding process. Rater 2 was an experienced researcher with a PhD degree. Being of Russian descent, he was familiar with the host of issues that confronted Russia in the period selected for study. Prior to control coding, two randomly selected articles from each quarter were coded together by the raters. In this preliminary process a few ambiguities were noted and resolved. For the control coding, three articles from each quarter were randomly selected, for the total of 184 articles.

In favorability coding, the researchers agreed on 159 cases of 184, which gives an 86.4% rate of agreement. The raters differed in assessing favorability in two ways: “favorable versus neutral” or “neutral versus unfavorable.” There was not a single instance where an article was assessed as “favorable” by one researcher and placed into the “unfavorable” category by the other rater. In the category coding, because of a relatively large number of categories, the discrepancies were larger: the raters differed in 44 of 184 cases. Thus, the rate of agreement was 76.1%. In certain cases it was difficult to classify an article into a single category, since some articles touched on issues belonging to several categories; the most problematic categories were Internal Affairs and Foreign Affairs. Table 3 provides the number of instances when the raters disagreed on the category in which to place an article. For example, there were five articles that Rater 1 placed in the category Internal Affairs (IA) and Rater 2 in the category Foreign Affairs (FA).

Cohen’s kappa coefficient $\kappa$ (Cohen 1960) measures the agreement between two raters who each classify $N$ items into $C$ mutually exclusive categories. It is a more robust measure than simple percentage agreement calculation, since $\kappa$ takes into account the agreement occurring by chance. In this study, Cohen’s kappa equals .796 and .727 for favorability assessment and category coding, respectively (see Krippendorff 2004 for calculation formula). According to Landis and Koch (1977), values of kappa in the range .61 to .80 constitute a substantial agreement between the raters. Therefore, developed categories and guidelines for the coding process were judged as sufficiently objective.

**Quarterly DDII Series**

Since the total body of textual material was quite large (2,439 articles), it was decided to draw a random sample of 20 articles from each of 64 quarters and then extrapolate the coding results to all articles in the respective quarter. If a nonrelevant article was selected, then another article was drawn randomly to replace it, for the total of 20 (for details of randomization procedure, see Stepchenkova 2009). If, for example, 12 among 20 randomly selected articles from a quarter were coded in the CULT category, and that quarter contained 40 articles in total, then the number of articles in the CULT category was estimated to be 24. The volume of articles ranged from 14 to 95 per quarter, with 90% of all quarters having 57 articles or fewer. The sample size of 20 was chosen as a trade-off between accuracy of extrapolation results and time required for coding: approximately half of the articles (1,332) were actually coded. The sample size of 20 varied from 21% to 100% of articles selected per quarter. This gives an error rate of plus or minus 19.5% with 95% confidence. While such an error would be considered large in a political poll, in this exploratory study it was accepted as a reasonable trade-off between coding time and extrapolation accuracy. Rater 1 did the coding of the selected articles following the developed guidelines.

---

**Table 3. Reliability Estimation: Category Coding**

<table>
<thead>
<tr>
<th>Rater 1</th>
<th>CULT</th>
<th>ECON</th>
<th>FA</th>
<th>SAFE</th>
<th>SOC</th>
<th>TOUR</th>
<th>NR</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rater 2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>44</td>
</tr>
</tbody>
</table>

Note: CULT = Culture and History; ECON = Economic Development; FA = Foreign Affairs; IA = Internal Affairs; SAFE = Safety; SOC = Social Issues; TOUR = Tourism; NR = Not Relevant.
When sampled articles from each quarter were assigned a category and favorability values, the results were extrapolated to the whole volume of articles in that quarter. For the whole time frame of 1992-2007, categories are ranked in the following order, based on the number of articles assigned to them: Culture and History (790), Foreign Affairs (329), Internal Affairs (325), Social Issues (322), Economic Development (235), Tourism (177), and Safety (172). In each of the seven categories of news, there were articles with different favorability values. Therefore, the following news series were also constructed: positive news series containing articles that were assessed as favorable, CULTp, ECONp, SOCp, FAp, and TOURp; neutral news series containing articles that were assigned a 0 favorability value, ECON0, SOC0, IA0, and FA0; and negative news series that were made of articles with negative favorability value, CULTn, ECONn, SOCN, IAn, FAn, and TOURn. Figure 2 provides an example of the quarterly dynamics in ECONp, ECON0, and ECONn series from the ECON category. The financial crisis of August 1998 (Quarter 27) is clearly visible in ECONn.

**Results**

The choice of dependent and independent variables for tourism demand model was determined based on relevant consumption and consumer behavior theories (Deaton and Muellbauer 1980; Uysal 1983), previous tourism demand studies (Li, Song, and Witt 2005; Lim 1997; Song and Witt 2000; Witt and Witt 1995), and data availability. Determinants of tourism demand used in previous research are (1) socioeconomic and demographic factors such as population, income in the origin country, leisure time, education, or occupation; (2) price factors, such as consumer price indices, exchange rates, and transportation cost; and (3) qualitative factors like tourist appeal, image, marketing, and promotion (Dwyer, Forsyth, and Rao 2000). Lim (1997) surveyed 100 studies of international tourism demand and found that the most widely used explanatory variables were income, relative prices, and transportation costs. Crouch (1994) finds support for the argument that income is the most important explanatory variable in tourism demand research. As for price effects, Crouch (1994) argues that “economic theory ensures that price must be included in any demand study, but for the study of tourism, the issue of price is particularly vexatious” (p. 13). Most economic studies have used the single-equation methodology to explain tourism demand, usually at the national level (Crouch 1994; Johnson and Ashworth 1990; Lim 1997).

The initial model specification was \( ARR = F(IN, PR, EX, Q, DDII) \), with \( F \) being a linear function. Economic time series were obtained from the Economic Intelligence Unit (EIU) CountryData database (https://eiu.bvdep.com). The variables are described below.
Quarterly tourist arrivals (ARR). The data were acquired from the U.K. National Statistics Office; electronic data for Russia goes back as far as 1993, and, at the time of this study, the latest available data point was the fourth quarter of Year 2007. The data are based on a random sampling of 1 of 500 international travelers in points of departures such as international airports and ports. Both total and leisure arrivals were used in this research. Leisure arrivals (ARR_L) were calculated as the sum of holiday tourists, those visiting family and relatives (VFR), and other tourist categories. The total arrivals (ARR_T) is the sum of leisure and business arrivals. Both were measured in thousands of visitors per quarter.

Income in the United Kingdom (IN). Income measures are generally not available on a quarterly or monthly basis; therefore, it was decided to use average wage in the United Kingdom as an approximation for the income variable. The average real wage index (IN, 2005 = 100) was chosen.

Price (PR). The price variable includes prices of tourist services for which no single index is wholly adequate. Russia’s Consumer Price Index (PR_rus, 2005 = 100) series was selected as a proxy for the Russian tourism price variable.

Exchange rates (EX). National currency per U.S. dollar quarterly series (XRPD) for Russia (EX_rus) and the United Kingdom (EX_uk) were obtained.

Descriptive statistics of the variables are given in Table 4. Figure 3 provides the graphs of Total and Leisure U.K. arrivals to Russia.

Initial estimates of the model of arrivals as determined by income, prices, exchange rates, and seasonal dummies were disappointing. Both the price and exchange rate variables had unexpected signs, income was positive but insignificant, while the second and third quarters were positive and significant. Indications of multicollinearity involving the income, price, and exchange rate variables were detected; applying first difference and one lag period to the income variable reduced the effect of multicollinearity, but attempts to remove unexpected signs through transformations of the variables were not successful. Having considered and tested a variety of specifications, it was decided to use first differences of all variables except income, which was kept in levels.
of models (adjusting prices for exchange rates; differencing of the dependent variable; using expenditures as the dependent variable, instead of arrivals; including time trend; testing model with oil prices as proxies for transportation costs; and testing log–log functional form, among others), it was concluded that none of them outperformed the simplest model $ARR = f(IN, Q2, Q3, Q4)$. The $R^2$s for total and leisure U.K. arrivals models were .57 and .69, respectively. No serious autocorrelation was detected in the model. This model was used in testing the effects of DDII on total and leisure tourist arrivals from United Kingdom to Russia.

Next, the overall number of articles $N$ variable was added to the model; it was significant at the .10 level for the total U.K. arrivals model. To examine which news series was most influential, all seven category variables were included in the model. When this was done, ECON, CULT, and SOC had $p$-values of .004, .091, and .109, respectively, for the total U.K. arrivals model. The CULT variable had a negative sign, suggesting that the CULTn variable should be tested. The model was tried with the CULTn series (news about the Soviet past), and the significance of the CULTn series was confirmed. ECON0, ECONn, and ECONp were tested separately, but their effects were not significant. Various combinations of the SOC0, SO Cp, and SOCb series were tested separately; it was found that non-negative Social Issues news series SOCb (sum of SO Cp and SOC0) was significant, with a positive parameter estimate. Then, all series were tested with one-, two-, and three-period lagged effects; as a result, TOUR3 series became significant in both total and leisure U.K. arrival models at the .05 level. Therefore, the final unrestricted model contained TOUR3, CULTn, SOC0p, and ECON news variables. The comparisons of restricted and unrestricted models are given in Tables 5 and 6.

To test the significance of the news series as a group, $F$ tests were conducted (Greene 2008, p. 90). For total arrivals, the $F$ statistic equals 6.86, which corresponds to a $p$ value of .0002. For leisure arrivals, the $F$ statistic is 5.52, which corresponds to a $p$ value of .003. The addition of the DDII news series significantly improves both models.

### Discussion

Numerical assessment of how destination image is transmitted by the general media, or in other terms, quantification of media messages, is a central part of constructing the DDII series. It should be pointed out that this study is not based solely on the assumption that newspapers are prominently read in the United Kingdom or that these particular newspapers and selected articles were read by travelers to Russia, though it is very likely, since the most influential and widely distributed media sources in the United Kingdom were selected for the study. It is assumed that the Big Three act as representatives, or “spokespersons,” for the entire media universe and, hence, what they publish about Russia can be viewed as approximation of the information that reaches potential travelers from United Kingdom to Russia from many sources. The premise is similar to what was hypothesized by Brown and Schrader (1990) in their model of U.S. egg consumption, which included cholesterol information index. These researchers did not assume that egg consumers read scientific articles; rather, the number of articles was taken as a proxy to the amount of information that reaches consumers from all sources. Thus, the number of articles served as an indicator of how cholesterol information is spread in the society. Similarly, destination image of Russia among British travelers was captured in a form of DDII data series obtained by quantification of media messages published about Russia during the period of study. Regression results showed that the indices correlate with the external phenomenon of tourism arrivals. More research is needed to understand whether the proposed DDII is responsive enough to destination coverage in sources other than traditional newspapers, for example, travel blogs or forums, and what sources are influential in determining image perceptions of future tourists.

The study defined seven broad categories of news published by three influential British newspapers—the *Times*, the *Guardian*, and the *Independent*—with respect to Russia for the period of 1992-2007, quarterly. The categories were: Culture and History, Economic Development, Social Issues, Internal Affairs, Foreign Affairs, Safety, and Tourism. Each category had several thematic subcategories, which in some cases served as indicators for favorability coding: for example, articles about the Soviet past were coded as negative (CULTn). Favorability coding produced one, two, or three separate series within each news

<table>
<thead>
<tr>
<th>Model Variables: Descriptive Statistics</th>
<th>M</th>
<th>SD</th>
<th>Skew</th>
<th>Kurt</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARR_T</td>
<td>23.21</td>
<td>9.27</td>
<td>1.01</td>
<td>1.90</td>
<td>8.97</td>
<td>57.50</td>
</tr>
<tr>
<td>ARR_L</td>
<td>12.87</td>
<td>7.77</td>
<td>0.95</td>
<td>1.97</td>
<td>3.02</td>
<td>37.90</td>
</tr>
<tr>
<td>IN</td>
<td>88.35</td>
<td>9.69</td>
<td>0.10</td>
<td>-1.48</td>
<td>74.76</td>
<td>103.88</td>
</tr>
<tr>
<td>PR_rus</td>
<td>52.69</td>
<td>35.55</td>
<td>0.23</td>
<td>-1.34</td>
<td>0.30</td>
<td>124.47</td>
</tr>
<tr>
<td>EX_rus</td>
<td>18.82</td>
<td>11.91</td>
<td>-0.44</td>
<td>-1.71</td>
<td>0.66</td>
<td>31.78</td>
</tr>
<tr>
<td>EX_uk</td>
<td>0.61</td>
<td>0.06</td>
<td>-0.47</td>
<td>-0.58</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>CULT</td>
<td>12.79</td>
<td>6.19</td>
<td>1.14</td>
<td>1.82</td>
<td>2.50</td>
<td>33.25</td>
</tr>
<tr>
<td>ECON</td>
<td>3.71</td>
<td>4.95</td>
<td>3.90</td>
<td>21.27</td>
<td>0</td>
<td>33.25</td>
</tr>
<tr>
<td>SOC</td>
<td>4.46</td>
<td>3.87</td>
<td>1.20</td>
<td>1.17</td>
<td>0</td>
<td>16.60</td>
</tr>
<tr>
<td>IA</td>
<td>5.41</td>
<td>7.13</td>
<td>2.75</td>
<td>10.82</td>
<td>0</td>
<td>42.00</td>
</tr>
<tr>
<td>FA</td>
<td>4.97</td>
<td>5.54</td>
<td>2.43</td>
<td>7.16</td>
<td>0</td>
<td>29.05</td>
</tr>
<tr>
<td>SAFE</td>
<td>3.02</td>
<td>6.47</td>
<td>3.68</td>
<td>15.08</td>
<td>0</td>
<td>36.75</td>
</tr>
<tr>
<td>TOUR</td>
<td>2.98</td>
<td>2.70</td>
<td>1.15</td>
<td>1.12</td>
<td>0</td>
<td>10.80</td>
</tr>
</tbody>
</table>

Note: $N = 60$ quarters. ARR_T = Total Arrivals; ARR_L = Leisure Arrivals; IN = Income in the United Kingdom; PR_rus = Russia’s Consumer Price Index; EX_rus = Exchange Rates for Russia; EX_uk = Exchange Rates for United Kingdom; CULT = Culture and History; ECON = Economic Development; SOC = Social Issues; IA = Internal Affairs; FA = Foreign Affairs; SAFE = Safety; TOUR = Tourism.
category—positive, negative, and/or neutral, respectively. These series or DDII were included in models of total and leisure U.K. arrivals to Russia. This was done in order to capture such qualitative factor as destination image in consumer decision-making process.

It was found that CULTn series had negative significant effect on the total and leisure U.K. arrivals to Russia; this result is in agreement with earlier findings from Stepchenkova and Morrison (2008) that Russia’s Soviet past is a negative factor in an overall image perception of the country. Positive news about Russian culture (CULTp)—articles about Russian music, ballet, or exhibitions of Russian art coming to United Kingdom—did not have a significant effect. News about Russia’s economic development (ECON) had a positive and significant effect on arrivals. Nonnegative news about Russian social issues (SOC0p) also had a positive and significant effect in the models. The TOUR category, lagged three periods, also had a positive and significant effect. While the TOUR category has articles coded both favorably and unfavorably, the positive news dominates; the TOUR category can be regarded as a predominantly positive series.

Interestingly, the SAFE category was not found to have a significant influence on either form of arrivals. Research by Stepchenkova and Ismail (2007) had a similar finding: the dummy variable that reflected occurrences of high-profile terrorist attacks in Russia was found to be insignificant in a tourism demand model. In view of 9/11 this is hard to explain; one should consider the magnitude of the events, their frequency and regularity, publicity received, as well as proximity to main tourist destinations. Foreign Affairs and Internal Affairs news series were not significant either, suggesting that news about Russia’s foreign policy and the political process in Russia has little effect on travel decisions. The unstable Chechnya region is far away from the main Russian tourist destinations of

### Table 5. U.K. Total Arrivals to Russia

<table>
<thead>
<tr>
<th>Model Variables</th>
<th>Parameter Estimate</th>
<th>SE</th>
<th>t Value</th>
<th>p Value</th>
<th>Parameter Estimate</th>
<th>SE</th>
<th>t Value</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-26.39</td>
<td>7.6</td>
<td>-3.47</td>
<td>&lt;.001</td>
<td>-15.12</td>
<td>7.09</td>
<td>-2.13</td>
<td>.0379</td>
</tr>
<tr>
<td>IN</td>
<td>0.48</td>
<td>0.08</td>
<td>5.77</td>
<td>&lt;.001</td>
<td>0.32</td>
<td>0.08</td>
<td>3.99</td>
<td>.0002</td>
</tr>
<tr>
<td>Q2</td>
<td>7.53</td>
<td>2.29</td>
<td>3.47</td>
<td>&lt;.001</td>
<td>7.57</td>
<td>1.94</td>
<td>3.90</td>
<td>.0003</td>
</tr>
<tr>
<td>Q3</td>
<td>14.06</td>
<td>2.29</td>
<td>6.13</td>
<td>&lt;.001</td>
<td>12.98</td>
<td>2.02</td>
<td>6.42</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Q4</td>
<td>4.70</td>
<td>2.29</td>
<td>2.05</td>
<td>.0454</td>
<td>5.59</td>
<td>1.96</td>
<td>2.85</td>
<td>.0064</td>
</tr>
<tr>
<td>TOUR3</td>
<td>-0.46</td>
<td>0.27</td>
<td>-1.71</td>
<td>.0937</td>
<td>0.43</td>
<td>0.22</td>
<td>1.94</td>
<td>.0576</td>
</tr>
<tr>
<td>CULTn</td>
<td>-0.46</td>
<td>0.22</td>
<td>1.94</td>
<td>.0576</td>
<td>0.34</td>
<td>0.12</td>
<td>2.80</td>
<td>.0073</td>
</tr>
<tr>
<td>SOC0p</td>
<td>0.43</td>
<td>0.22</td>
<td>1.94</td>
<td>.0576</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECON</td>
<td>0.34</td>
<td>0.12</td>
<td>2.80</td>
<td>.0073</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Note: IN = income; Q2, Q3, Q4 = quarters; TOUR3 = all articles from the Tourism category, lagged 3 quarters; CULTn = unfavorable articles from the Culture and History category; SOC0p = neutral and favorable articles from the Social Issues category; ECON = all articles from the Economic Development category. Restricted model: $R^2 = .57$, adjusted $R^2 = .54$, $F = 18.41$, $p &lt; .0001$, $D-W = 1.227$; unrestricted model: $R^2 = .72$, adjusted $R^2 = .68$, $F = 16.56$, $p &lt; .0001$, $D-W = 1.568$.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 6. U.K. Leisure Arrivals to Russia

<table>
<thead>
<tr>
<th>Model Variables</th>
<th>Parameter Estimate</th>
<th>SE</th>
<th>t Value</th>
<th>p Value</th>
<th>Parameter Estimate</th>
<th>SE</th>
<th>t Value</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-25.72</td>
<td>5.46</td>
<td>-4.72</td>
<td>&lt;.0001</td>
<td>-18.67</td>
<td>5.43</td>
<td>-3.44</td>
<td>.0012</td>
</tr>
<tr>
<td>IN</td>
<td>0.40</td>
<td>0.06</td>
<td>6.52</td>
<td>&lt;.0001</td>
<td>0.29</td>
<td>0.06</td>
<td>4.67</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Q2</td>
<td>3.90</td>
<td>1.65</td>
<td>2.37</td>
<td>.0216</td>
<td>3.78</td>
<td>1.49</td>
<td>2.54</td>
<td>.0141</td>
</tr>
<tr>
<td>Q3</td>
<td>11.94</td>
<td>1.65</td>
<td>7.25</td>
<td>&lt;.0001</td>
<td>11.57</td>
<td>1.55</td>
<td>7.48</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Q4</td>
<td>-1.17</td>
<td>1.65</td>
<td>-0.71</td>
<td>.4807</td>
<td>-0.44</td>
<td>1.50</td>
<td>-0.29</td>
<td>.7717</td>
</tr>
<tr>
<td>TOUR3</td>
<td>0.57</td>
<td>0.22</td>
<td>2.66</td>
<td>.0105</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CULTn</td>
<td>-0.46</td>
<td>0.27</td>
<td>-1.71</td>
<td>.0937</td>
<td>0.43</td>
<td>0.22</td>
<td>1.94</td>
<td>.0576</td>
</tr>
<tr>
<td>SOC0p</td>
<td>0.34</td>
<td>0.12</td>
<td>2.80</td>
<td>.0073</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECON</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Note: IN = income; Q2, Q3, Q4 = quarters; TOUR3 = all articles from the Tourism category, lagged three quarters; CULTn = unfavorable articles from the Culture and History category; SOC0p = neutral and favorable articles from the Social Issues category; ECON = all articles from the Economic Development category. Restricted model: $R^2 = .69$, adjusted $R^2 = .66$, $F = 30.02$, $p &lt; .0001$, $D-W = 1.728$; unrestricted model: $R^2 = .77$, adjusted $R^2 = .73$, $F = 21.12$, $p &lt; .0001$, $D-W = 1.955$.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Moscow and Saint Petersburg, which may help to explain why the disturbing news about military conflict there has no effect on arrivals. However, the reliability of coding for these two categories was the lowest, which might also explain their lack of significance.

Results show that the proposed DDII has potential to better explain tourist behavior. However, not all DDII news categories were significant factors in explaining the U.K. arrivals to Russia. Prior to this study, the authors hypothesized that articles about disasters, terrorist attacks, and political unrest (SAFE category) would influence tourist behavior and prevent travelers from going to a destination. Culture and history was regarded by the authors as almost permanent features of a destination; they can be revoked or reinforced by media coverage but not significantly changed. Thus, perceptions of these destination attributes were anticipated to play a lesser role in behavior. However, neither of these hypotheses was substantiated. More studies are needed to clarify the level of influence of various news categories and their possible convergence into a single index, as was done in an exploratory study for destination Aruba (Stepchenkova 2009).

From a methodological standpoint, assessing favorability can have different results, depending on the content analysis parameters, that is, on sampling and recording units. Holsti (1969, p. 120) demonstrated that when newspaper editorials are coded according to the frequency of favorable and unfavorable assertions made about a specific issue, then, if the recording unit is a single assertion, articles can be only somewhat or largely on one side or the other. However, if the entire article serves as a recording unit, that is, if the whole text is classified pro or con, this distinction will be lost. In this study, the whole article was coded as either favorable or unfavorable in one of seven categories; thus, the method rests on the premise that the impact of pervasive messages is the overall impression created. In addition, favorability assessment, although sufficiently reliable in this study, reflects the researchers’ readings of the attitudes expressed in media messages. How these messages are processed by potential visitors to the destination, what perceptions of the destination they are contributing to, and how these perceptions translate into behavior are different questions and need to be addressed in more detail in future studies.

The selecting of single articles as a recording unit was limiting in another way, as well. There were cases when a single article could have been classified into different categories. This mostly happened with the long articles that touched on several topics when reporting news about Russia. In these cases, the researcher had to decide what the dominant topic was in order to code the article. While content analysis researchers generally agree that a single article is the least reliable recording unit (Holsti 1969; Krippendorff 2004), this choice was dictated by the extremely large amount of textual data, as well as a wide range of topics with respect to Russia. In general, greater precision leads to increased costs of analysis, and the researcher must decide how fine the distinctions that need to be made in order to satisfactorily answer the research questions. Another limitation is that the final news series used in the model are obtained by extrapolation of the coding results made on a subsample of 20 articles from each quarter. While this approach saves time and effort, it is not immune to error. The more categories of news the researcher is dealing with, the larger is the possibility for error in the extrapolation process.

In the process of data selection and coding, the researchers did not distinguish between organic and induced materials (Gartner 1993) published in the Big Three. While the organic publications clearly prevailed, in the travel sections there were articles that could have been considered as marketing driven. The processing and public attitudes to different types of publications differ, and future research is needed to assess the comparative power of organic and induced media messages with respect to their influence on travel decisions.

From a practical perspective, the DDII extends to modeling and, ultimately, forecasting tourism demand. Another possible use for the DDII is to estimate the effectiveness of promotional campaigns in the target markets: the effect of messages that a destination marketing organization (DMO) transmits can be assessed by, for example, studying materials from Internet travel forums and blogs to assess how visitors describe the destination, whether frequency and favorability of mention increase, and whether images that DMO creates are “catching up.” However, practical relevance of the DDII for destinations’ DMOs can be jeopardized by a time-consuming process of constructing the DDII series. Among the factors that can slow down the adoption of the approach is absence of readily available standardized categories for coding that would be suitable for each and every destination–market pair of countries. In Stepchenkova (2009), the DDII approach was successfully applied to Aruba, a destination that is different from Russia in almost all aspects; moreover, the category set for Aruba was different. The fact that the coding process is done “by hand” is another factor that can prevent adoption of the DDII concept. Therefore, feasibility of computer-assisted methodology for constructing DDII series is an important issue to investigate.

To summarize, the study proposes quantification of media messages in a form of dynamic time series, or DDII series that are based on a content analysis methodology and have precursors in earlier social science and econometrics research. The indices reflect volumes and topics of news published about the destination in a particular country and favorability of coverage. The indices are dynamic, since they reflect changes in media coverage from one period to another and summarize the wealth of media materials to a limited number of time series. They can be obtained for any origin–destination pair of countries in the form of weekly, monthly,
quarterly, or annual time series. As far as the authors know, this is the first study that incorporates quantified media messages into models of tourism demand. Practical relevance of the approach can potentially be extended to modeling tourist arrivals and forecasting, as well as monitoring the image in different target markets and assessing the effectiveness of the promotional campaigns.
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