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Abstract— We examine the problem of how to use occupancy
information of various fidelity to reduce the energy consumd As a concrete example, data collected from a zone in a
in maintaining desired levels of thermal comfort and indoor building at the University of Florida campus is shown in

air quality (IAQ) in commercial buildings. We focus on the - . - .
zone-level control, where the control inputs to be decided Figurel. During the entire 24 hour period, the mass flow rate

are the supply air (SA) flow rate and the amount of reheat. Of supply air is rarely belove90 cfm. The AHU supplies
We propose three control algorithms with varying information  air at around55°F, while the measured supply air (SA)
requirements: (i) POBOC, that requires long-horizon accurate  temperature is almost always higher than that, meaning the

prediction of occupancy and a model of the hygrothermal epeating is performed continually. The zone temperatsire i
dynamics of the zone, (iOMBOC, that requires only occupancy maintained around the set poif2°F, no matter if the zone

measurement and a dynamic model, and (iii)Z-DCV, that ) . X ' o ) ‘
requires only occupancy measurement. The first two strategs IS 0ccupied or not. Unlike residential buildings, in thisea

use a model predictive control framework to compute the increasing the temperature set point in the summer will in
optimal control inputs, while the third one is a pure feedbak-  fact increase energy consumption since even more reheating
based cont(ol strategy. Slmulat!ons with a callb_rated mode will have to be performed.

show that significant energy savings over a baseline conttet,

the kind usually used in existing buildings, is possible wh the s 80f ‘ ‘ ‘ ‘ ]
last two strategies, that is, even without occupancy predion. col |
Trade-offs between complexity and performance of the contl — SA Temperalure ‘ ‘
algorithms are discussed. 0 5 10 15 20
~ ‘ ‘ " — SA Flow Rate
l. INTRODUCTION £ J—ﬂi
Buildings are one of the primary energy consumers world- o : m 15 >
wide. In the United States, they consume abd0f# of ™ : : : :
the total energy consumption. Inefficiencies in the buigsn a4 —— Room Temperatufe
HVAC (Heating Ventilation and Air-Conditioning) operatip 72 ]
which are mostly due to the sensing and control strategies 0 5 1‘0T_ (hl‘)5 20
Ime (nr

used, cause a large fraction of energy uses to be wasted.F. .
- . . ig. 1. Measured supply air (SA) temperature, mass flow rag a
A common configuration of HVAC systems used in modzone temperature in a building (Pugh Hall) at the UniversityFlorida,
ern buildings is the so-called variable-air-volume (VAV)GainesviIIe, FI during July29, 2011, where O represents midnight.
system, where a building is divided into a number of “zones”. The main function of the HVAC system is to ensure health
The flow rate of air supplied to a zone is controlled througland comfort of the occupants. When the building or a zone
dampers in the “VAV box” of the respective zones. Mosiis not occupied, there is no need to maintain temperature or
commercial buildings in the United States maintain temprovide large amount of ventilation air. We conjecture that
peratures at certain pre-specified desired values (setspointhere is room for substantial energy savitgsot supplying
almost all the time, even when they are unoccupied. Morair or maintaining comfortable temperatures when it is not
over, a minimum amount of air is always supplied to theweeded to do so. To implement such a strategy, occupancy
zone. These minimum flow requirements come from IAQnformation needs to be incorporated in the operationfobnt
standards set by ASHRAE (American Society of Heatingof the building. Moreover, if the focus is on energy conserva
Refrigerating and Air-Conditioning Engineers), whichtdie tion while satisfying constraints on thermal comfort an@IA
that the air supplied to a zone should be at ledist- 40%  etc., then the proper framework is to use optimal control
of the designed maximum at all times, unless the zonetmethods. A number of papers that have studied optimal
occupancy, i.e., number of occupants, is known. Since ocentrol methods for energy efficient building controls [1],
cupancy information is usually not available, a large antouri2], [3], [4], [5].
of air is supplied even in unoccupied times. High flow rate In this paper, we examine how much energy can be saved
causes high consumption in fan, AHU (Air Handling Unit)by using information on occupancy and system dynamics,
and reheating energy. and how the savings depend on the fidelity of the informa-
tion. As more fine-grained information is available, we may
Siddharth Goyal, Herbert A. Ingley and Prabir Barooah arthvde-  he gble to save more, but the control algorithm may become
partment of Mechanical and Aerospace Engineering, Urityeo$ Florida,
Gainesville, FL 32611, USA. This work was supported by theidval more complex. We focus on the zone level control, where
Science Foundation through Grant CNS-0931885 and ECC553d2 two control inputs are to be decided: the mass flow rate and



SA temperature.

To apply optimal control methods, one needs a model of
the system’s dynamics, as well as predictions of the exogtie temperature, humidity ratio and flow rate of SA entering
nous inputs such as occupancy and weather forecasts. Whka zone, respectively. Temperatures of conditioned air an
both occupancy and weather information are known a-priorqutside air are represented By*/’V and Ty, and occupancy
one can apply MPC (model predictive control) to computénumber of people) is denoted by’. The heat gain@
the control inputs. We develop a control algorithm, calledlepends on the occupants, solar radiation entering the zone
POBOC (Predicted Occupancy Based Optimal Control), thaand the heat generated by equipments, lights, etc. The
uses occupancy prediction, weather forecasts, and a motiinperature and humidity ratio of the air in the zone are
of the hygrothermal (temperature and humidity) dynamics akpresented by} and W, respectively.

the zone to compute the control inputs. IAQ dynamics is not pam 5%

modeled, instead constraints are posed on the air flow rate AHU [

so that IAQ is assured. : Zone | Output
Obtaining occupancy prediction, especially for long time m'" T : W

horizons, is quite challenging. Therefore, we next develop wi -Q—-> n?

a controller for the case when occupancy forecasts are nag. 2. A schematic of a single-zone HVAC system with an AHW an
available. Instead, we assume that only occupancy measuv&av box. _
ment is available. It uses the measured occupancy as apredic® common control logic used at the VAV boxes to
tion for short time horizons to solve an optimization preble Maintain IAQ and temperature in a zone is the so-called
The resulting controller is called th@MBOC (Occupancy ~Single Maximum®” control [8], which we callbaseline
Measurement Based Optimal Control). _cont_rqller in this paper. In this scheme, the control logic
Finally, we examine the case when predictive models fd¢ divided into three modes based on the zone temperature:
either hygrothermal dynamics or occupancy are not avaijabl()) Reheating (ii) Dead Band and (iii) Cooling, which are
but occupancy measurements are available. In this ca§®OWn schematically in Figur8. If the zone temperature
we develop a feedback control scheme to decide on tifé2ys below the “Heating Set Point (HTG)" for more than
flow rate based on the measured occupancy. Temperatdi@ Minutes, the reheating mode is turned on. Similarly, if
control is performed as it is done currently in existing€ Zone temperature remains above the_ “Coolmg_Set Point
buildings, which we call the baseline controller. The réiagl  (CLG)" for more than 10 minutes, the cooling mode is turned
control algorithm is called th&-DCV (Zone-level Demand ©n- If the zone temperature stays between HTG and CLG
Controlled Ventilation) controller due to its similarityith ~ for more than 10 minutes, the dead band mode is turned on.
DCV (demand control ventilation), which is currently used” the reheating mode, air flow rate is set to the minimum
in a small but growing fraction of commercial buildings [6]. allowed value and the SA is reheated by using the reheat
There has been a growing interest in developing eneré&p'ls in the VAV box. In the dead band mode, no reheating is

efficient control strategies [3], [4], [5]. These papers an n Performed (i.eT™ = T4#Y), and SA flow rate is set to the
take humidity into account in their problem formulation,Minimum allowed value. In the cooling mode, no reheating

while humidity is as important in ensuring thermal comfortS Performed, but the SA flow rate is varied to maintain the
of the occupants. The paper [2] seeks to reduce energy used§gired temperature in the zone.

varying the temperature set point of the zone. The papeys [7] o A supplyair Supply Air e
. . . © = o

[2] examine the energy efficient control problem from an S N NP 3
. . I . . . S0 S Q
optimal control viewpoint as well. The objective function A B reheating Cooling 55

minimized in these papers contains Predicted Mean \ote. A Minimum
stochastic MPC solution was proposed in [1] that explicitly Flow Rate
accounted for the uncertainties in weather forecasts. None

of the-se papers, however, addre-s-ses the PrObIem we d-cl):ig_ 3. Schematic representation of the baseline contratesty (“single
examine the trade-off between efficiency achieved and the 'H\a;drr.]um") used at the VAV terminal boxes of commercial bimirs.
formation requirements/complexity of the control alglonit.

The rest of paper is organized as follows. The common
control logics used in the buildings are described in Sec- In this section, we describe a model of the hygrothermal
tion II. Sectionlll describes the model of a building thermaldynamics of a single zone, along with models of the power
dynamics and power consumption. Sectigndescribes three consumed in conditioning and reheating the supplied air.
proposed control strategies mentioned above. Simulatidihese models will be used by two of the control algorithms
results with the proposed controllers are shown in Sedfion proposed later in Sectiolv to compute the optimal control
SectionVI concludes the paper and discusses future worksignals. We do not model the dynamics of IAQ, which is
determined mostly by concentrations of £&OCs (volatile
organic compounds), which are extremely difficult to model.

A schematic of a single-zone building with a VAV box For the sake of simplicity, we ignore dynamic interactions
is shown in Figure2, whereT"", W™ and m'™ represent among zones, and assume that one AHU supplies air to

Heating g
Set Point Set Point  Temperature

IIl. HYGROTHERMAL DYNAMICS AND POWER MODEL

II. CURRENT PRACTICE IN ZONE CONTROL



only one zone. The output variables of the model are zori& OMBOC (Occupancy Measurement Based Optimal Con-
temperatureT; and humidity ratioWW. The vectoru of trol)

pontrollable input signals an@ of measured exogenous The OMBOC algorithm seeks to reduce energy consump-
inputs to the model are: tion by maintaining temperature and IAQ onkhen needed
uw=[m",T", v=[W" Q,Ty", (1) based on the prediction of heat gains and dynamic response
of the zone. It lets the temperature float in predefined ranges
the range being dependent on whether the zone is occupied
X = f(X,u,v), (2) or not. If occupied, the temperature is required to be in a
“comfortable range” of temperatures. In unoccupied times,

— T T H
vvfhere the state vec;]tpKh — [77 I/If/] CONSIStS & vector . temperature is allowed to float in a much larger range.
of temperatures’, w Ic cc_)nS|sts of zone temperatudd X . Predictions from the dynamic model of the zone (described in
and the temperatures interior to the walls; see [9] for tketai

Power consumption can be divided into three parts: (i
power consumed in conditioning the air at the AHU, which

we call “conditioning power"EU, (i) power consumed b>_’.. A MPC formulation is adopted. Time is now measured with
the fan(s) £r) to push the air through the zone, and ("')a discrete index = 0,1, ..., where the time period between

power consumed in reheating the air at the VAV box, Whicfk andk + 1 is denoted byn. At every timek, we compute

we call Pz. The conditioning power can be written as the optimal control over a time horizon of, say, length
Py = m™(hAHY — peuty, (3) and execute only the first of thogé controls. Atk + 1, the

where bt = C,, Ty, and kY = €, TAHY are the whole process IS repefat_ed.. .
; i . : . To perform this optimization, we need predictions of the
enthalpy of outside air and conditioned &ir,, is specific . in T .
heat capacity of air at constant pressure. Usually, enghal §xogenous input vector = [W_ @, Tol ™ over _the time
' ' Borizon of optimization. Prediction of the outside temper-

equation contains an additional humidity term. We ignore . .
k T . atureT; is assumed available from weather forecasts. The
this term for the sake of simplicity since the resulting erro

. - i .
is a small constant. The power consumed by the 1) (s supply air hgmlqny ratlloW is usually constant over time.
in : The heat gainf) is crucially dependent on occupancy, so one
Pr = am', wherea is a system dependent constant. The L : o
. ; needs occupancy prediction to obtain predictionvofAn-
reheating power#z) at the VAV box is S .
other reason occupancy prediction is required to compuete th
Pr = m™(h™ — RV pin = O, T (4) optimal controls is that the range in which the temperature

where hi" is the enthalpy of the air supplied to the zoneis allowed to stay depends on whether the zone is occupied

after the reheat coil. Since the VAV box can only perfor pr not. However, we only have occupancy measurements.

reheating 7™ > TAHU, and the humidity ratio of air doesmrherefore, we assume that the occupancy evolves according

i i i p — nP
not change from AHU to the VAV box. We call “total power” o the foIIoww;g f|r§t order dynamicst (k.+ 1) = n? (k) T
as the sum of fan, reheating and conditioning power. e(k), wheren?®(k) is the occupancy at timé ande(k) is
' a zero mean i.i.d. process. The optimal linear predictian fo

IV. CONTROL ALGORITHMS FORENERGY EFFICIENCY nP(k +1i) i > 1, given the measured occupana$(k) at
In this section, we describe the three proposed contréme k, is simply the measured occupancy at timeThis
algorithms,Z-DCV, OMBOC and POBOC. controller therefore takes the measured occupancy as
- the prediction fork + 4, i > 1.
A. Zone-level Demand ControIIed-Ventllann (Z-DCV) In the proposed method, the control logic is divided into
The Z-DCV control strategy is almost the same as theyo modes: (i) Unoccupied, and (i) Occupied, which are
baseline controller described in Sectidn except that the explained below in detail.

minimum flow rate of SA to the zone is determined based 1) Unoccupied Mode: If the measured occupancy at time

The model is a set of nonlinear coupled ODEs

ectionlll) is used to compute the optimal control inputs so
at the energy consumption over a time period is minimized
hile maintaining temperature within the allowable ranges

on the measured occupancy as follows: index k, i.e., at the beginning of thé-th time period, is
max(min? (t), mik,) < m'™(t) < mit, observed to b@, then the controller turns on the unoccupied

mode. The optimal control inputs for the néxttime indices

wheren?(t) and m" (t) are the occupancy and supply flow e ghtained by solving the following optimization probtem
rate, respectively, at time A non-zero minimum flow rate of _ _
air (m;",) is supplied to the zone even when it is unoccupied, arg f;ljgleRK Junoce(m™, T*") (%)
. f . . . . memr,
which is done to maintain IAQ. The parametet” is the
flow rate of air required per person that is decided by thethere J,,occ = Zf:,f((WFPF(z')Q + WgrPr(i)? +
ASHRAE ventilation standards [10]. This controller reqsir Wi, Py (i)?), subject to the following constraints:
only temperature and occupancy measurements. This con- . ... _ wnoce
: . : T, <T(i) <Tpno
troller is not computationally expensive because the cbntr < (s < prih
inputs are computed using a PID logic, instead of using any Miow =M (’), = Mhigh
X . . TAHU < Tm(l) < Tin
other computationally expensive control strategies sush a = = Lhigh

MPC that solves an optimization problem at each time step. Wigw e < W(i) < Wi

Vi=k,....k+K (6)

low



where the objective functiof,,,... is @ weighted average of
fan power, and reheating power and conditioned power, wittonstraints:

corresponding weightd’z, Wr andW;, and the constraints Toce < T(i) < TP
. low — — *high
are explained below. TAHU < in(j) < Tin ‘
The first constraint means that the zone temperature is ,,,in,»(j) < pyin (j) < min Vi=k,....,k+ K (8)
allowed to vary anywhere in a rangd [ ’«, T;"'o*], P (W(;) (i) cs figh

where T;70v¢¢ and 719 are design variables. Since the

zone is unoccupied];“>° and T;29°“ need not be close where the objective functiow/,.. now has an additional
to a comfortable temperature. However, it is not advisablkerm (overJ,,...) penalizing the temperature tracking error

to let the temperature deviate too far from a comfortablél (i) — T°“(i))?), whereT**" is the desired temperature,
value either. Otherwise, when the zone becomes occupiedith W. > 0 being the corresponding weight. The con-

it will take a long time to bring the temperature back tostraints are explained below:

the comfortable range. This will cause discomfort to the The first constraint means that the zone temperature is
occupants. The closer the valuesigf;,>** andT}/'o- are to  allowed to vary anywhere in a rang&{ ., 1777 1 S [T

a comfortable range, more quickly the zone can be brough;;7°], where 720" and Ty7¢, are design variables. Since
back to comfortable conditions when occupancy change#ie zone is occupied;;77" and 7y7%%, should be close to the
However, this will not result in large energy savings, so &omfortable value of temperature. If the rang@&{, 7771
trade-off between energy savings and fast response time haschosen high, more energy can be saved. However, this
to be made in choosing these parameters. makes occupants uncomfortable because the zone tempera-

The second constraint means that a minimum airflodidre deviates from the desired set point. If the temperature
(equal tom;”, ) is supplied even though the zone is predicte@referred by the occupants is known, that can be assigned as
to remain unoccupied. This is done to take care of contanibe desired temperatufe** and a penalty on the deviation
nants and humidity, so that IAQ is maintained even during th&: (i) — 7°¢(i) being part of the cost.
unoccupied mode. It is not possible to include IAQ in the cost The second constraint is the same as mentioned in the un-
function J,ec. Since we do not have a model of contaminan@ccupied mode. ASHRAE standards [11] require a minimum
dynamics. Another reason is to make the resulting IAQ robugmount of air per persofin,*) should be supplied when the
to errors in occupancy measurements. By ensuring IAQ evé@@ne is occupied.
during times when the zone is predicted to be unoccupied The fourth constraint means that the péfii, 1) should
(whether correctly or not), we eliminate the problem ofie in a setS which defines @omfort envelope. The envelope
predicting the effect of control inputs on IAQ. The upperS is described in [12]; we omit the details due to space limit.
boundm;" , reflects the maximum capacity of the VAV box. Prediction the exogenous input signafor the optimiza-

The third constraint is simply to take into account actuatoiion is similar to that in theOMBOC algorithm, except that
capabilities, which is an upper bound on the amount b{pe contribution toQ due to occupants and lighting etc. is
which the reheat coil can increase the temperature of SA.taken as a scalar multiple of the measured occupancy.

The fourth cor_wstraint means that 'Fh_e zone humidity g POBOC (Predicted Occupancy Based Optimal Control)
allowed to vary in a predefined humidity rangd/[.">c, ) ) . o
Wimece], where Wnoce and W;se are design variables, T_hls control algorl_thm is very similar to theMBOC al-
which should not be too far from the comfortable range. 9°rithm, the only difference is that now we assume that

Note that in solving the optimization problem over thepredm.tlon of occupancy over an arpltrarlly long t|me.h0nz
time horizonk, the exogenous input signgl is computed 'S available. As in th@©MBOC algorithm, the control inputs

based on forecasts of solar radiation alone; the heat e\dditidurmg thg occup|eq times are obtained py minimizing the
due to occupants and lighting etc is set identicallg tahich cost function.J,.. with associated constraints as described

corresponds t® occupancy. in SectionlV-B.2. The occupied times are known ahead of
2) Occupied Mode: The .occupied mode is turned on if time since occupancy predictions are available. During the

the measured occupancy of the zone is at léastthek-th unopcgmgd _n';]ode, the object|ye functiofnece in (5) is
time index. In this mode, the occupancy for the n&xtime minimized without any constraints.

indices is same as the measured occupancy at the beginning V. SIMULATION RESULTS

of the k-th time period. The optimal control inputs for the
next K time indices are obtained by solving the following
optimization problem.

Simulations are carried out for a model of a zone from the
second floor in a building (Pugh Hall) at the University of
Florida campus, Gainesville, FL, which is shown in Figdre
The calibrated model is used to compare the performance of

. in rmin the baselineZ-DCV, OMBOC and POBOC controllers.
arg min Joce(m'™ T (7
mmL,Tmn R . . . .
© A. Model Calibration and Validation
where Jy.e = Zf:,f{(WRPR(z’)Q + WyPy(i)® + The model is calibrated by changing the total thermal
WrPrp(i)?+W.(T1 (i) — T*°(i))?), subject to the following resistance per unit area of the walls. The thermal capastan



(T**), HTG and CLG are set a%2°F, 71°F and 73°F
respectively. For the baseline controller, the minimum flow
rate is chosen ag90 cfm, which is currently being used
247 210 in zone 247. For th&-DCV and OMBOC controllers,m;"
andm? . are chosen a85 cfm and48 cfm; these choices
249 . . . . in p
Fig. 4. Layout of the zon@47 on the 24 floor in Pugh Hall at the will be explained in Sectiol-C. However.m,,, andmmm
University of Florida, Gainesville, FL. are chosen a8 and 25 c¢fm for POBOC controller as per
ASHRAE standards.
per unit area of the walls obtained from the Carrier's Hourly Figure 6(a) and (b) show the temperature and humid-
Analysis Program (HAP)[13] i27.7 K'.J/(m*K ). Measure- ity predictions, respectively, for all the control strategy
ments of the zone temperatures, supply air temperatures anéntioned above with a specific occupancy profile, which
flow rates are obtained from the Building Automation Systens shown in Figures(c)-(d). Since the outside temperature
at 10-minute intervals. The total thermal resistance pér uris lower than the zone temperature, it saves energy if the
area of the walls is tuned to minimize the error between th@mperature is allowed to become low, which eliminates the
measured temperature and the predicted temperature of #ged for reheating. Bot®MBOC and POBOC controllers
zone. Data for a 48 hour long period (Jan 29-Jan 30, 2018t the temperature drop to the minimum allowable values for
is used to calibrate the model. Since this time correspandséach controllers, while the baseline aBeDCV controllers
a weekend, it is assumed that there are no occupants duripg@intain temperature arourid °F through reheating. This
this time. Since zone is an interior room, no solar radiatioalso results in oscillating humidity ratio with the baselin
enters the zone. The comparison between the measured and Z-DCV controller. However, humidity ratio predictions
predicted temperatures with the calibrated model are showyith the OMBOC andPOBOC controller are less oscillatory.
in Figure5(a)Figure5(b). The validation data set (midnight The humidity ratio for all the control algorithms stays in
Feb 5th through midnight of Feb 6th, 2011) also is from a@he comfortable envelog® which is described in ASHRAE

weekend. standards [12].
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Fig. 5. Comparison of predicted and measured temperatureria 247 ) Time (hr) ime”{hr) o
when the model is calibrated and validated Fig. 6. The output of the systeril;} (zone temperature) arid” (humidity

. ratio) in zone247 for a 24 hr time period with a specific occupancy profile.
B. Controller performance comparison

In this section, the building thermal model describedy ( Figure 7 shows the SA temperature gnd flow ra_te_s for

. . L. : all the controllers mentioned above. Since the minimum

and calibrated to mimic the zon247, is simulated with supolv flow rate is auite high in case of the baseline
the baselineZ-DCV, OMBOC and POBOC algorithms as p{J y” i+ switch % g 9 heai d i d
described in SectiorlV. Note that the baseline and- controfler, it switches between rehealing and cooling mode

. . . . oeuite frequently. Similar trend is seen in the other fee#tbac
DCV controllers are implemented in continuous time becausloased schemeZ-DCV. The flow rate and SA temperature
they are purely feedback-based algorithms. DMBOC and hows much less os.ciIIator behavior in tMBOC and
POBOC controllers are simulated with discretized mode y

) . . o OBOC controllers. Since power is a function of the flow
with a 150 second time step, which leads to predictions close .

. : rate and SA temperature, the total power consumption trends
to that of the continuous-time model.

It is assumed that the zone temperature is exposed fg?)r all the controllers are similar as the flow rates.

800

constant outside temperature 65°F, andm’ is chosen : b
as 25 cfm following ASHRAE standards. The occupanc_“|{T
profile in the zone247 is shown in Figures(c)-(d).

OF)

700!

The design paramete?s,, and7}7,, are chosen as5°F ;60 :
and 86°F, To0, Ty, Tien * and T5ee¢ are chosen as™ R mannd |
71°F, 73°F, 69°F and75°F respectively. Weight$l;, Wg, "o 5 @ & e AN I
We., Wr are chosen ad, 1, 1 and 20 respectively. The [ 1] ] ! [ 1] [

time horizon of lengthK’, m and T are chosen a80, 10 ° o CTimethn *  Time'thn

and 30 minutes, respectively. The desired zone temperatufég: 7. The inputs: SA temperaturd’{*) and flow rate £:'") in zone
247 for a 24 hr time period with a specific occupancy profile.



model in addition to occupancy measurements, while the
POBOC controller requires - in addition to the dynamics
The total energy consumption by all the controllers ovemodel - occupancy prediction. Th&-DCV controller is
the 24 hour period simulated is shown in Tablé savings the simplest and most readily implementable in a building,
of 30% is achieved with theZ-DCV controller over the while the other two require predictive model and are also
baseline controller. An additional savings2it% is achieved computationally intensive. THROBOC controller is the most
with OMBOC controller overZ-DCV controller. FurtheB7%  complex since it requires occupancy prediction.
savings are possible if occupancy prediction is availahl® a The main conclusion from the simulations are that (i) even
POBOC controller is used ove©OMBOC controller. with simple feedback-based algorithm, significant energy
savings can be obtained with occupancy measurements,
(i) with additional prediction capability (of dynamics or
occupancy), large additional savings in energy consumptio
can be realized, and (iii) MPC-based control with occupancy

TABLE |
ENERGY CONSUMPTION OVER A24-HOUR PERIOD AND INCREMENTAL
SAVINGS WITH VARIOUS CONTROLLERS

Controller | Energy Consumption (MJ] Incremental Savings{) A . . :
Baseline 1074 - measurement being used in place of prediction can result in
Z-bcv 757 30 substantial savings over not only the baseline controllgr b
OMBOC 552 27

POBOG s pud also occupancy measurement based pure feedback control.

The avenues for the future are to i) study the effect of
design parameters used in the optimization on the control al

. gorithms, i) study the effect of outside weather on comgrsl
Occupancy measurements are likely to suffer from mea-

. erformance, and iii) include the inter-zone interactidns

surement error. Incorrect measurements, especially when : L
: L . Is paper we examined the problem from a deterministic

occupancy is measured to lewhile in fact the zone is

occupied, can have a large detrimental effect on 1AQ.

iewpoint. In the future, we plan to investigate the problem
minimum flow rate :i".) is supplied by the occupancy from a stochastic viewpoint as in [1], in which uncertaigstie

. L in the forecasts of exogenous inputs and model predictions
measurement based controllers in unoccupied times to guarq .
| be incorporated.

against such an eventuality. We now discuss the trade offé

C. Robustness to occupancy measurement errors

involved in choosingm;”, . Figure 8 shows the effect of
minimum flow rate {2i",) on the total energy consumption
for the OMBOC algorithm. It is clear from the figure that

energy consumption increases quickly bey®adcfm. We
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therefore adopt a conservative approach by choosing the
minimum flow rate a®)5 cfm during the unoccupied time [2]
and 144 cfm during occupied time in the zone fof-
DCV andOMBOC control algorithm, which will tolerate an 3]
error of 3 in occupancy measurements. As per ASHRAIg
standards, zon247 requires a minimum airflow of5 cfm  [4]
for 3 people during occupied times.
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Fig. 8. Total energy consumption in a day as a functiomgf = with the
OMBOC controller.

VI. CONCLUSION/FUTURE WORK
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We examined complexity vs. performance trade-offs ifl0l
control algorithm development, where the control goal is
to reduce energy use while maintaining thermal comforty]
and IAQ in commercial buildings. We proposes new con-
trol strategiesZ-DCV, OMBOC and POBOC, that require [12]
varying fidelity of information, and correspondingly vany i
their performance. Th&-DCV control algorithm requires [13]
only occupancy and zone temperature measurement, the
OMBOC control algorithm requires a hygrothermal dynamic
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