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Abstract— Cooperative  communication  techniques are relay has a reliable communication channel to the intended
network-based approaches to achieve spatial diversity in systems receiver, then the amplify-and-forward scheme is basically a
in which each node only has a single antenna. Many such gisyihyted approach to maximal-ratio combining (MRC).

techniques are based on relaying, which is effective in terms of In 14 llaborati i h . d that
error performance but requires a large information exchange n [4], a collaborative reception scheme is proposed tha

among the cooperating nodes. Cooperative reception techniquesuses the reliabilities of the decisions at the output of a soft-
that offer near-optimal performance with a smaller information  input, soft-output decoder to reduce the amount of information
exchange are an area of ongoing research. One promisingthat needs to be exchanged. In [9], several approaches are
approach is to investigate combining techniques that can be used o ngjgered that can achieve good performance while reducing
as a model for designing efficient cooperative reception schemes. . . A
In this paper, we consider one such technique, called reliability .the am‘?“”t of collaborative exchange by using reliability
filling, that combines only as much information as needed to information generated by soft-output decoders. Although these
meet some reliability threshold. We analyze the performance techniques are found to be effect for AWGN channels, they are
of this technique for several scenarios of interest. Analytical not as effective on quasi-static fading channels. Furthermore,
estimates of the overhead involved in reliability filling are also j; i ot easy to analyze the performance of these schemes,
given. Analysis and simulation results show that reliability filling o e .
can offer performance close to maximal-ratio combining while and hence it "?‘ also difficult to design better approaches based
combining fewer symbols. on these previous schemes.
In order to overcome these probems with previous collabo-
. INTRODUCTION rative reception techniques, a new approach was considered
The physical size of modern radios do not permit thie [6], [10]. In these papers, the design of collaborative
use of multiple transmit antennas, and hence network-basedeption techniques is simplified by decomposing the problem
alternatives are required to achieve spatial diversity. The idie#io two steps. In the first step, an alternative combining
of users cooperating to achieve spatial diversity has receiviatheme to MRC is considered that can achieve performance
a lot of attention from researchers in recent years [1], [24lose to MRC while combining far fewer symbols. In the
[31, [4], [5], [6]. Diversity achieved when users in a networksecond step [10], a practical collaborative reception scheme
collaborate by sharing information to form a virtual antennia developed based on the principles of the combining scheme
array has been termedooperative diversity Information- selected in the first step.
theoretic cooperation technigques based on the relay channeAn efficient combining technique that meets the requirement
have been proposed and studied in [1], [2], [7], [8]- Som&f the first step described above is theliability filling
more-practical approaches for relaying with two cooperatirtgchnique proposed in [6], [10]. This technique combines a
nodes have also been proposed in [2], [3], [5]. However, thesebset of all of the received symbols based on reliabilities
schemes do not easily scale to more than two cooperatigpgnerated by soft-output decoders. A single parameter, called
nodes. In addition, several of the proposed techniques requhe reliability threshold, can be used to trade-off block error
correct reception at a relaying nodes. rate and number of symbols combined. In [10], a practical
One relaying technique that does not rely on correct deellaborative reception scheme based on reliability filling is
coding at a relay is the amplify-and-forward technique [2Heveloped and shown to be effective for quasi-static fading
In practice many transmitters use a fixed digital modulatioczhannels.
scheme, which means that the soft-decision for each receivedn this paper, we analyze the performance of the reliability
symbol would have to be quantized and transmitted asfiing scheme both in terms of block error rate and num-
sequence of bits. This results in a large overhead if eabblr of symbols combined. We present bounds on the block
symbol must be quantized and transmitted by the relay. If tieeror probability for reliability filling with two cooperating



must be quantized and transmitted as a sequence of bits to
the combining node. The information exchanged by the nodes
will be referred to as the cooperation overhead. Though the
combining in MRC is optimal in terms of error performance,
it is inefficient in terms of the cooperation overhead.
In [6], [10], an idealized technique called reliability filling

is proposed that achieves performance similar to MRC with a
much lower overhead. Reliability filling relies on the use of

, error correction codes and SISO decoders to identify trellis
Distant Transmitter Cluster of receiving nodes  sections that could potentially benefit from information from

_ S other nodes in the cluster. In order to perform reliability filling,
Fig. 1. System Topology for Reliability Filling each receiver uses a SISO maximumposteriori (MAP)

decoderA priori probabilities and received channel values are
the typical inputs to such decoders. At the output, the decoders
nodes and also apply this bound to determine the block erfoduce a posteriori probabilities (APPs). If the decoders
probability for a hybrid selection-combining and reliability-operate in the log domain (log-MAP decoders), the outputs
filling technique with more than two cooperating nodes. Theonsists of log-likelihood ratios (LLRS),(X;|Y = y),of the
analytical results on block error probability and expecte®PPs and are referred to as soft information (outputs). In
number of symbols combined are compared with simulatigr@rticular, we use convolutional codes for encoding and the
results. We show how the analytical results may be appliéax-Log-MAP implementation of the BCJR [12] algorithm
to select the reliability threshold based on a target value fitr the decoder. The LLR for information bit; is given by
block error probability or average number of symbols to be Pr(X;, = +1]Y =
combined. L(Xi[Y =y) =log PrEX' — tllY — y>7 @
’ . . _ i y)

This paper is organized as follows. In Section I, we
introduce the concept of reliability filling. Section 11l containsvherey represents the vector of received symbols.
the performance analysis. Numerical results and design criterialrhe magnitude of the soft output is called the reliability of
are given in Section IV. The paper is concluded in Section the decision and is a measure of the correctness of the hard-
decision. The higher the reliability of a decision, the more
likely the decoder already has sufficient information about that

The system topology that we consider is shown in Figure particular section of the code trellis to decode that bit correctly.
A distant transmitter broadcasts a packet to a cluster Dfus the use of SISO decoding helps identify bits (trellis
receiving nodes. The message at the source is packetized g&stions) about which reliable decisions can be made without
encoded with a code that permits soft-input, soft-output (SIS@e exchange of information. There are other trellis sections
decoding. The codeword is then broadcast to a cluster tat are a little unreliable but that only need information from a
receiving nodes over an imperfect channel. Typical scenariesv other nodes to make reliable decisions, and there are very
could be military applications in which a battleship broadcastgreliable trellis sections that need information from all other
a message to a platoon of soldiers on the mainland or commesdes. Reliability filling is a technique based on water-filling
cial applications wherein a base station communicates withrathe reliability domain that takes into account the above
cluster of mobile users. The distance to the transmitter and $igservations. Note that MRC combines the same amount of
power limitations of the receiving nodes do not permit the usgformation for all trellis sections, regardless of the reliability
of ARQ and traditional code combining [11] techniques. As af the original decisions.
alternative, the nodes in the cluster can collaborate with eachn reliability filling the number of coded symbols combined
other to resolve any ambiguity about the transmitted messager trellis section is reduced based on the reliabilities of the
We assume that communication for collaboration within t%coded bit decisions. Assume that the decoding process is
cluster is error-free owing to the proximity of the nodes. Thigontrolled by genie that knows the reliabilitigs(X; |y;)| (v;
assumption keeps our results general without being tied tqsathe received vector at nod¢ of the information bits at all
specific modulation and coding scheme that is employed fife nodes in the cooperating cluster. For each trellis section,
the cluster. the genie chooses the nodes from which coded symbols should

With error-free collaboration channels, the amplify-anthe combined based on the reliability information. So even
forward relaying strategy [2] is equivalent to MRC withthough reliabilities of the information bits are used to select
combining at a central node. However, this requires theife nodes for combining, the coded symbols are the quantities
all but one of the cooperating nodes send copies of all péing combined, as in MRC.
their received symbols, thereby resulting in a bandwidth- The combining procedure works as follows. Let
expensive collaboration procedure. We assume that the nodes
are constrained to a fixed digital modulation scheme, which s, = {Sc{1,2,...,M}: Z IL(Xi|y;)| > T} (2
results in an even greater overhead, as each received symbol jes

II. RELIABILITY FILLING



where M is the total number of cooperating nodes. This, A. Block error rate of convolutional codes over quasi-static
is the set of all possible combinations of nodes in the clustirding channels

such that the sum of the reIiabiIitigs of b’itat/those nodes  The performance of convolutionally encoded systems is usu-
exceeds a threshold. Let N; = ming:c s, [S'[. Thus, N; ajly analyzed by first calculating the pairwise error probability

is the set of minimum number of nodes required such th@ep). The PEP is defined as the probability of choosing
thresholdT". Then the set of node€’; for which information |inear binary code with antipodal modulation and coherent

will be combined is given by detection, the conditional PEP under maximum likelihood
. ML) decoding can be expressed as
o st St} s zo (M) decodns ° -
{1,2,..., M} Lif S, = P(dla) = P(x — x|a) =Q< No Zai) 4
) nen

whered is the Hamming distance betwegrandx, E; repre-

sents the symbol energy-to-noise ratio= {«a, s ..., a,}
Thus, whenS; = 0, coded symbols are combined fromiS the set of fading coefficients; = {n : z, # &,} (Note
all nodes in the cluster. Whe8; # 0, the set of nodes; that|n| = d), andQ(-) represents the Gaussian Q-function. A
is chosen to maximize the sum of the reliabilities for bit Particularly tight bound on the block error rate of linear codes
subject to|S;| = NN;. Note that for different trellis sections, aOver quasi-static fading channels is [13],

different number of nodes will be involved in the combining dmag B

process. Pytoer < 1—/ {1—min <1, > a(d)P(d|a))] fla)da,
Thus, for bits (trellis sections) with low reliabilities, infor- o d=dmin

mation from more nodes are combined so that the sum of the (5)

reliabilities of the bits combined is greater than the thresholyere B is the block-sizeq(d) represents the multiplicity of
For bits with high reliabilities, information from only a few ©MMor gvents W|th.Hamm|r.19 we|gh1, and f(a) represen@s
nodes is combined. For example, if before combining, tt{€ joint probability density function (PDF) of the fading
maximum reliability for a bit across all the nodes is great&Pefficients. In a quasi-static or block-fading channel, the
than the threshold, the information for that trellis sectioffding amplitude is constant over all symbols in a block
at the node that achieved the maximum reliability is used'd independent between blocks. The PDF characterizing a

without any information from other nodes. Thus, reliability*@Y/€igh fading channel with unit energy is given by

filling combines fewer coded symbols per trellis section than fla) = 20[6*0‘2“(06)7 (6)
MRC. It has been shown in [6], [10] that reliability filling ) _ ) .

achieves full diversity andalmost all the coding gain of Wheréu(a) is the unit step function. The joint PDF«) can
MRC while combining45% fewer symbols than MRC. Sincethen be obtained depending on the scenario under considera-
reliability filling relies on a genie, it cannot be implemented®n-

practically. However, it demonstrates that it is not necessagy Characterizing reliabilities at the output of a Max-Log-
to combine information from all nodes in order to achievgiaApP decoder

good performance in bandwidth-limited scenarios. It shows Reliability filing selects coded symbols for combining

tr;att\évhen ((ajverytrr:ode h?ls nge mJormztmn dabgut.ercci?lg tsed on the reliabilities of the decoded bits. Thus, the analysis
at other nodes, the overhead can be reduced signincantly, reliability filling requires a mathematical characterization

also proves that bit reliabilities convey useful mformatlonof reliability that enables computation of various probabilities

and the principle of combm_mg symb_ols based on reI'ab'“%volving bit reliabilities. Soft-information was first character-
values can be used to design practical cooperation sche

i ; . . &Y mathematically in [14]. Analytically tractable expressions
with low overhead. A practical, iterative scheme based on the cumulative density function (CDF) and PDF for bit
.princi'ples of reliability filling Is proposed in .[10]' The multiple reliabilities at the output of a Max-Log-MAP decoder are given
iterations of the practical scheme makes it harder to analy. 115]. The reliability, A, is modeled as the absolute value of
The analysis and design criteria presented in Sections [lI v

and IV can be considered to be the first step towards the desrLﬁgG aussian random variable with variance equal to twice the
and analysis of schemes like those presented in [10]. an,(A ~ Ny, 2y1)) in [15]. The CDF and PDF can then

be obtained as,

w—A A
I1l. PERFORMANCE ANALYSIS Fa(A) = {Q ( N ) Q ( N > } u(a), ()
A review of standard results on error bounds for convoland , ,
tional codes and a mathematical characterization of reliabilities 5 (\) = ) (e " e ) 8)
at the output of the decoder is first presented. These results 2ym

will then be used to derive bounds on the error probability dote thatu in equations (7) and (8) represents the mean of the
reliability filling. soft information. An expression to compute the mean of the



reliabilities for transmission over an additive white Gaussia } T
noise (AWGN) channel was also given in [15] as, 0.9t | //
o0 d?naw a(d) ! /
202\ — 4d L L
2 0.8
u(o ):/ {Q()} dx,  (9) y
0 dzl;lm V16do? 07} !
whereo? denotes the noise variance am() represents the 0.6
condensed event multiplicity (cf. Table 1 in[15]). Starting from 5 o5l }/
the definition of reliability in [15], it is straight-forward to v* 7
show that the mean of the reliabilities conditioned on th 041 -
fading coefficients of a quasi-static fading channel is give 03l S
by L
n=E[Aa] = p(0?/a?). (10) R =y
i . . i . ) — Upper bound, u=40
C. Reliability filling with two cooperating nodes 0.1r S - - u=100
. c - - Upper bound, u=100
If there are only two cooperating nodes (nodend node 0 —== : : :
60 80 100 120 140 160

2), the genie controlling the reliability filling process can
select coded symbols for combining from either nader
n_ode2 or from both noqles depgnding on the reliability of the_ Fig. 2. Upper bound o (\)
bit decisions. The genie combines coded symbols for trellis
sectioni from both nodes when the reliability of bit at
both nodes is less than the reliability filling threshdldi.e.,
max(A; 1,A;2) < T. If the reliability of bit ¢ at nodel is
greater than botf" and the reliability of bit; at node2, then
the genie picks coded symbols corresponding to trellis sectiB ; o
i from only nodel. That is, if A, 1 > max(A;»,T), the genie can pe computed as follows. Consider the probability of
picks coded symbols for bit from node1 only. Similarly, €OmMbining received symbols from both nodes,
if A;» > max(A;1,T), the genie picks coded symbols fromProb{®; = af + a3} = Prob{T > max(A; 1, Ai2)}
node2 only. Note that\; ; ~ NV (u(0?/a3),2u(0?/a3)) is the = Prob{A;; < T}-Prob{A;, < T}
reliabilit_y of biti_at_nodej, wherej € {1,2} anda; represents F,(T) - Fp, (T). (14)
the fading coefficient at nod¢. Since we are considering a
block-fading channel wherein all the bits in a block experiend@onsider the probability of the genie choosing the coded
the same fading amplitude, the fading can be characterizeddyynbols of nodel only,
a scalara; at each node. For simplicity of exposition, We prop@, = o2} = Prob{A;; > max(A;,T)}
will henceforth useu; to represenfu(c*/a3). Thus, given the — Prob{A;; > Ais} - Prob{A;; > T}
fading coefficients at the two nodes; and as, the value of - - ;11 = 2 6l =
the signal-to-noise ratio (SNR) for bitafter combining can / Far a1, Ao)dAydA2

T 0

be expressed by the random varial®lgF; / Ny where,
o Al
[ ) [ f0a)dredn
T 0

of different bits) are conditionally independent given and
as. The computation of the PEP in (13) requires knowledge
f,the probability mass function (PMF) cb. The PMF of

a?, A; 1 > max(A; 2, T)
D, =< a2, A; o > max(A;1,T) (12)
(@ +a3), T >max(A;1,A;2).
The conditional PEP in (4) can then be obtained as

/T T On)Fa, ). (15)

The expressions fofs, (A1) and F, (A1) makes the integral

2F, i . i
P(da) = ZQ( / = 7) Pr(v), (12) in (15) hard to evaluate. We obtain an upper bound on
S

Prob{®; = a3} by using an upper bound foFy,()\). We
upper boundFy,(A) by 1 for A > ps. For A < ps, we use

wherey =3, , @, and R:(y) denotes the PDF of. Since he improved Chernoff bound faf(), yielding
® is a discrete random variable, we can use the multinomial
probability law to express the conditional PEP in (12) as Fa,(\) < Q(uz — A) < 16_%7 A< p2. (16)
2125 2 2 2 2 2M2 2
Pldle) = > Q(\/ No (aaf +baj + c(at +0‘2))> The upper bound orFy,()\) is shown in Fig. 2 for two
b0 different values ofuy. Using (16) in (15), an upper bound

a+b<d

dl on Prod®; = o2} can be obtained as follows:

* alblel
wherec = d — a — b. Note that the approximation in (13) o o B
comes from the assumption that tes (and hence reliability Prob{®; = ay} < /;P Far(N)dA =1 = F, (T).(17)

PY(® = a?)P’(® = a2)P¢(® = o2 + a2), (13)
Casel: T > us



Case2: T < ps i.i.d, the joint PDF fo, ./ amassonons (Q1:M s Q2:0 5 - - - QLM )
of the L < M highest fading amplitudes is given by [16, p.

K2 1 _ a=n?
Prob{®; = o2} < fa(Nge T d 381, Eq.(9.311)],
T
o0 fCMl:]\,[,CMQ:]V[,...OLL:]\/[(QIZA[7a21M7‘"aL:M)
[ i . .
1 He _MM_M = L!<L>[F(0‘L:M)]ML [ f(n), (9
— / e a1 e auz g\ i=1
4y/mp | Jr ar:p 2> Qo 2> .oy, (20)
2 402 (me=n)?
+/ e e e dm d/\} +1— Fp, (u2) where F'(-) in (19) denotes the CDF of the Rayleigh random
L variable and is given by (o) = [;° f(a)da = 1 — e
_kem T eg 0 T k) —Q B2 Using (19) in (5) and usind. = 2, we can bound the block
O 2V2m k k error rate for SC/RF()-2/M as
Ty H(r2 _ Pyioer <1 —
+Q(%) Q( p >}+1 Fa,(p2).  (18) . . .
1 —min ( 1, a(d)P(d|ay, o
wherek = ,/%. Similarly a bound on Prop; = a2} /0 /0 { ( d:%;m (@)P(dje 2>>}
can be obtained. ) M(M — D)[F(a2)]M2f (o) f(az)dasdar,

An upper bound on the block error rate can then be obtained (21)
using (14), (17) and (18) in (13) and (5). We assume that
the two nodes experience independent fading and hence Wiere the region of integration comes from (20) and
joint density function in (5) can be expressedfds;,az) = P(d|ai,az) is given by (13).
flaq) - f(az2), where f(-) denotes the density function of a

guasi-static Rayleigh fading channel. E. Overhead of reliability-filling

We now derive expressions for the overhead of reliability

D. Hybrid Selection Combining and reliability filling filling. Recall that the genie combines symbols from both

An extension of our analysis t/ > 2 cooperating nodes, fche nodes only if the reliability for the corresponding_ bit
though straight forward, becomes computationally prohibitivés 1€ss than the threshold’] at both the nodes. Assuming
However, we can extend the previous analysis to a Systemna)qlepend.ent_ .fadlng at the receivers the propab|I|Fy that a bit
practical interest with more than two cooperating nodes. IS @ reliability less thai# at both nodes is given in (14) as
systems with many cooperating nodes, it may be most efficienf £ Prob({A;1 < T}N{Ai2 <T}) = Fp, (T)Fa,(T) (22)
to apply some combination of selection diversity along with . , ) .
combining to constrain the amount of information that mugthus: the average number of bits for which the genie combines
be combined. We consider a hybriglection combiningnd Nformation from both nodes is given byp, whereN is the
reliability filling scheme that works as follows. If there arélocksize. For each. |nf0rmat|0|_'1 b% coded symbols from
more than two cooperating nodes, the genie controlling tff@Cch node are combined, whetas the code-rate. Assuming
combining process chooses two nodes (selection) with tHES are requwgd to quqntlze each coded symbol, the c')ver'head
highest signal-to-noise ratios (SNRs). Then reliability filling i§U€ 1© the genie combining symbols from both nodes is given

performed using the information at the two selected nodes.T i3 2Npg

is an instance of generalized selection combiniiGSC) [16] Oboth nodedr = 5 (23)

scheme wherein combining is performed according to the rUL?ﬁe factor of two arises in the above equation since infor-

of reliability filling with two of the availableM nodes. In mation is combined from two nodes. The conditioning @n
keeping with the notation on GSC [16], we denote this scheme on | ! ‘ tioning

as SC/RF[)-2/M, where RF represents reliability filling andansgr‘? d?t?gr?:lsefr‘éézalﬁonﬂg?en?lhg;swgurtggragd tnznr?ﬁrsnber
T is the associated reliability threshold. Because reliabili P Y.

filling is performed with only two nodes, all the equationsf bits combined per transmitted block as the cooperation

. : : - verhead.
derived earlier can be used with no modifications. The onﬂ/ Similarly the average number of bit for which the genie

change would be in the region of integration in (5) and in ths?elects coded svmbols from onlv one node is given b

density function of the fading coefficienf§ «). h y head f z bits | 9 y
For a block fading channel, the node with the higheé}[(1 — p). The overhead for such bits is

SNR is the node with the highest fading amplitude. Let Oone nogdar = N(l—P)q.

a = {a1,as,...,ap} represent the set of independent and R

identically (i.i.d) distributed Rayleigh fading amplitudes at th&hus, the total overhead conditioned on the fading coefficient

M cooperating nodes, and let.p; > as.ar > ... aan > 0 IS given by

be the order statistics obtained by arranging the elements of N(1+p)q

o in decreasing order. Since the fading amplitude$ ére Ola = Oboth nodebt + Oone noadr = ——p——. (25)

(24)
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Fig. 3. Simulated block error rates and corresponding analytical bounggg 4
Results are shown for reliability filling with two thresholdsand20. Results e
are also presented for the hybrid selection combining and reliability fillin
scheme, SC/RB}-2/8.

Simulated overhead for reliability and corresponding analytical
results. Results are shown for reliability filling with two thresholslgnd 20,

% the figure on the left. Results are also presented for the hybrid selection
combining and reliability filling scheme, SC/R¥)¢2/8 in the figure on the
right.

The net overhead of reliability filling can then be obtained
by integrating (25) over the density of the fading coefficients, The overhead of the different reliability filling schemes
flag,a9). are shown in Figure 4. For these results, it is assumed that
q = 5 bits [17], [18] is enough to accurately represent the
IV. NUMERICAL RESULTS received coded symbols at each node. The analytical results
For all the results shown in this paper, a rate= 1, for the overhead of reliability filling with two nodes are
constraint-length3 convolutional code with generator poly-by integrating (25) over the density functiof{aq,as) =
nomials1 + D? and 1 + D + D? ((5,7) in octal) is used f(a1)- f(az), where f(-) is given in (6). Analytical results
at the distant transmitter to encode the message sequente. also presented for the hybrid selection combining and
The information at the transmitter is segmented ine=900 reliability filling scheme, SC/RF)-2/8 in the figure on the
bit fragments before encoding it with the channel code. Thigght. This result was obtained by integrating (25) over the
summation in (5) is performed wiith,;,, = 5 andd,,,., = 15. density function given in (19). Note that the overhead of MRC
The performance of reliability filling is compared with thecan be obtained using= 1 in (24). For the given parameters,
performance of MRC. MRC is the best the nodes can do fhe overhead for MRC is obtained a8 x 10* bits. Thus, it
terms of diversity, but it is bandwidth expensive. The blocle seen that the overhead of all the reliability filling schemes
error rate of reliability filling with thresholds off = 20 shown in this section is less than that of MRC.
andT = 5 is shown in Figure 3. The performance of the The block error rate achieved by reliability filling is shown
two schemes are very close to that of MRC. Both thresholifs Table | for various thresholds. The overhead required to
produce block error rates parallel to MRC and hence achiegehieve the target block error rate is also shown as a percentage
full diversity. Observe that there is only a small loss imvith respect to the overhead of MRC. A thresholdofforces
coding gain when reducing the thresholfl, from 20 to the genie to combine information from all nodes for every
5. Simulation results also show similar behavior. A lowebit and thus, it represents the performance of MRC. Thus,
threshold leads to a smaller overhead because coded symhols seen that performance of reliability filling approaches
from fewer nodes can make the sum of the bit reliabilitiede performance of MRC as the threshold increases. However,
at those nodes exceed the threshdld Since fewer symbols the overhead also increases with an increase in the threshold.
are combined per trellis section, there is a loss in coding gappropriate thresholds for reliability filling can be chosen
as can been seen from both the simulation results and tlepending on the overhead a collaborative system can tolerate.
analytical bounds. Analytical bounds and simulation results for
the hybrid selection combining and reliability filling scheme,
SC/RF6)-2/8, is also shown in Figure 3. Observe that the Reliability filling was introduced as a model for designing
effect of the upper bound on the CDF is more pronounced éooperative protocols for use in scenarios that are limited in
the hybrid scheme when compared to the original reliabilityandwidth. An analysis of the performance of reliability filling
filling scheme. for transmission over a block-fading channel is presented.

V. CONCLUSIONS
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Bounds on the block-error rate of reliability filling with two John Wiley and Sons, 2000.
Cooperating nodes are given_ Bounds are also presented [:fé}' B. Blanchard, “Quantization effects and implementation considerations

. . . . for turbo decoders,” Master’s thesis, University of Florida, 2002.
the block error rate of a hybrid selection-combining and relfis] G. Montorsi and S. Benedetto, “Design of fixed-point iterative decoders

ability filling technique. We also present analytical estimates ~ for concatenated codes with interleaveSEE J.Select. Areas Com-
of the overhead involved in reliability filling. The proximity mun, vol. 19, pp. 871-882, May 2001.
between the simulation and analytical results, and their similar

responses to change in system parameters (namely, T) make

the bounds a computationally more attractive tool to study

and understand reliability filling. The analytical results show

that a high value of the threshold leads to better performance

at the cost of additional overhead. It is shown that close-to-

optimal performance can be achieved with only a fraction

of the overhead. The analysis validates the fact that the bit

reliabilities can be exploited in the design of low-overhead

cooperation protocols, and that all the symbols in a packet

from all cooperating nodes need not be combined in order

to produce the best results. Thus, practical schemes can be

designed based on the principles of reliability filling that can

achieve good performance in bandwidth-constrained applica-

tions.
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