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Abstract— A new approach to design video coding schemes for as decoding is performed jointly. In the context of video coding
wireless video applications has emerged recently. Schemes usinghese results imply that (ideally) all the processing to exploit
this approach are based on the principle of distributed source emporg| (interframe) and spatial (intraframe) correlation in
coding, and they exploit the correlation in the frames of the video . .
sequence at the decoder. One such scheme models the correlatioﬁhe_ _V|deo Stream_ should b_e perfqrmed the decoder. This
between frames as a.aplacian channel, and uses a turbo code facilitates the design of a simple video encoder at the cost
to correct errors occurring in this pseudo-channel. Existing of increased complexity at the decoder.
implementations use a sub-optimal approximation to compute the |n this paper, we focus on the scheme introduced by Aaron
channel Ilkellhoods in th_e B_CJR algorithm in the tl_ero decoder. and Girod [1], [5]. In this scheme, the frames are encoded
To resolve this sub-optimality, we propose applying the BCJR . - - . -
algorithm on a trellis-structure with parallel transitions. This independently (I.ntrafrar_‘ne 6“009"”9) and de(?oded jointly (in-
trellis structure is called a hyper-trellis The BCJR maximum terframe decoding). Since their technique is based on the
a posteriori algorithm is modified to use the hyper-trellis, and Wyner-Ziv theorem [4] on source coding with side-information
computation of the channel-likelihoods are shown to be optimal at the decoder , we refer to their codec as the Wyner-Ziv video
on the hyper-trellis. Simulation results show that the hyper-trellis  ,4ac The decoder is assumed to have side-information (SI)
approach can yield a5 dB improvement in peak signal-to-noise .
ratio. about the frames to be encoded. The correlation between the

pixels in the S| frame and the original frame is modelled as
|. INTRODUCTION a Laplacian channel. A turbo code is then used to correct the

In traditional video coding schemes liIRPEG andH.26x, errors in this “correlation-channel”. It will be shown in the next
the encoder bears most of the computational burden whsection that the channel likelihoods in the turbo decoder are
compared to the decoder. The statistical correlation in teemputed in a sub-optimal manner in [1], [5]. This limits the
frames of the video sequence is exploited at the encodmplication of the Wyner-Ziv codec to situations in which the
to perform predictive coding. Predictive coding is usuallguality of the Sl is good (low mean-squared-error between the
performed by using motion estimation algorithms that ar@l and the original frame). In this paper, we introduce a new
computationally expensive. However, the advent of wirelesllis structure (dnyper-trellig for use in the Wyner-Ziv video
video and sensor networks have placed stringent requiremetigsoder. By using this hyper-trellis, the channel-likelihoods
on the complexity of the video encoder. In these applicatiorsan be optimally calculated using a modified version of the
video coding has to be performed in small, power-constraineBICJR [6] algorithm. The decoder complexity does not increase
and computationally-limited low-cost devices. These applicd-the hyper-trellis is used for decoding. It will be shown in
tions call for a simple encoder to reduce cost of the videgection IV that the hyper-trellis approach can increase the
sensing device, and to enable real-time encoding. Thougipeak-signal-to-noise ration by more thadB when compared
simple encoder is required, the coding rate should not bethe approach in [1], [5].
compromised because this directly impacts the amount of
power consumed in transmission.

Low-complexity codecs based on the principles of dis- In this section, we briefly explain the operation of the
tributed source coding have been proposed recently for wikdyner-Ziv video codec presented in [1], [5]. We also discuss
less video applications [1], [2] . These techniques are similar some detail the BCIJR maximuanposteriori(MAP) decod-
in the fact that they exploit source statistics at the decoder. Ting [6] algorithm used in the Wyner-Ziv decoder. Although
Slepian-Wolf theorem [3] and its continuous-source countdhis is a well-established scheme, repeating some of the
part, the Wyner-Ziv result [4] motivate this approach. Thessquations here makes it easier to identify the sub-optimality
information-theoretic results state that it is possible to encodé the technique in [1], [5]. These equations also facilitate
the frames of a video sequence (or any correlated sourted development of the BCJR algorithm on the hyper-trellis
independently and still achieve efficient compression as lo(8ection IlI-B).

Il. WYNER-ZIV VIDEO CODING USING TURBO CODES



Turbo Code Laplacian noise to which the original franfe; is the input.
v [Cuantization |q X This fictitious channel that arises because of the correlation
] a=[qo,- -, qrr—1] I | . . .
1 wvite | RSC | — between the frames of the IV|deo is sometimes refer'red to
as thecorrelation channel. Since a noisy version &; is
available at the decoder in the form 6%;, the systematic
part of the turbo code need not be transmitted. As shown in
Figure 1, the systematic part is discarded. The parity streams
a generated by the two RSCs can be punctured to obtain any
u Inverse desired rate. Compression is achieved when fewer parity bits
Quantization | [qo, . .. , Gar—1] are transmitted than the size of the input bit stream to the turbo
encoder. The turbo decoder in the receiver has to estimate the
original frame F5; from the SI.S;; and the parity bits. The
parity bits are assumed to be transmitted through an error-
free channel. This is a common assumption in source coding,
The Wyner-Ziv codec of Aaron and Girod operates agherein the compressed bits are assumed to be error-free at
follows. Let F1, Fy, ..., Fy be the frames of the video se-the source decoder. In [1], [5], a feedback channel is assumed
quence. The odd framed;,,) of the video sequence arebetween the decoder and the transmitter. The transmitter starts
intra-coded using the typical approach of applying a discre§ sending a small set of parity bits. If the decoder encounters
cosine transform (DCT) followed by uniform quantization witha bit error rate greater than a pre-detemined threshold after
different step sizes for each DCT coefficient. These intra@ecoding, it requests additional parity bits from the transmitter.
coded frames are referred to Bframes iNMPEG andH.26x  Parity bits are requested until a target bit error rate is acheived.
video coding schemes. THeframes can be decoded with high
accuracy. At the decoder, the odd frames are used to generatehe Wyner-ziv video decoder consists of a turbo decoder
side-information (SI) &2;) for the even framesK;;). Thus, followed by a reconstruction function. The Wyner-Ziv decoder
the I-frames are also referred to as key frames. Th&5lis  estimates the pixels of the original framg() in a two-step
usually generated by interpolating the key frames. Followingtocess. First, the turbo decoder operates on the transmitted
the approach of [1], [5], we do not consider coding of the odgkrity bits along with the side-information to produce an
frames, and assume that perfect estimates of the key frarBg@gmate of the quantized symbolg, This estimateq, and
are available to the decoder. the SIS, are used to reconstruct an estimate of the original
The Wyner-Ziv codec is shown in Figure 1. The Wyner-Ziyixe| « in frame F; as @ = FE(u|d,Ss;). Details about

codec is only used to encode and decode the even framgglementing the reconstruction function can be found in [1].
Each pixelu of Fj; is quantized using a uniform quantizer

with 2™ levels to produce a quantized symbay. The

guantized symboy is then converted to a binary codeword BCJR MAP decodi h | li
[4°,...,¢™~1]. A sufficient number of symbols are collected™ ecoding on the regular trellis

and are encoded using a turbo code. The turbo encodingye now modify the BCJR MAP algorithm that is used in the
is done as follows. The quantized symbols are converted i turbo decoder to the context of Wyner-Ziv video coding.
binary codewords and encoded using a recursive systemalis is a simple extension of the BCJR MAP decoder for
convolutional (RSC) code to produce a systematic bit stregditive white Gaussian noise channels presented in [7]. The
and a parity bit stream. The quantized symbols are interleagflowing notation is used. The input to the rate-1/2 RSC code
on the symbol level and then encoded using another identigalrepresented as = [x1,...,zx]. The output of the RSC
RSC code to produce a second parity bit stream. code is denoted by = [c,, , . .., Cx ], where each c= [z;, pi]

The decoder has SIS¢;) about the current framéy; . In  where p; is the parity bit produced by the RSC encoder at
the video coding literature, the difference between the pix&ighe ;. The received vector at the decoder is represented by
of F; and Sy; is usually modeled as a Laplacian randony — V..., Yk], where each y= [y¥,4"]. We have used?
variable. l.e., to represent the received value for the systematiczpiand

. y? to represent the received value for the parity it The
{S2ikmn = {Faikmn 41, @) state of the encoder at timeis denoted bys;.
where (m, n) indexes the pixel location, angis a Laplacian =~ The BCJR MAP decoder computes the log-likelihood ratio
random variable with density functign(n) = $e~¢"l. Thus, (LLR) for information bitx; as
So; can be considered to be the output of a channel with
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Fig. 1. Wyner-Ziv Codec
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INote that the quantized symbo) is not a vector. We use the vector
notation to indicate that the quantized symbol has a binary representation given
by q = [¢°, ...,¢™~1]. This notation allows us to use the quantized symb o . R .
(q) and the binary representation of the quantized symh@l, (. ., ¢™ 1)) Ojrhe decoder decides, = 0 if L(zx) > 0, and &y = 1 if

interchangably, thereby simplifying exposition. L(zy) < 0. Following the development in [7], the LLR can



be expressed as is quantized tog; if b;_1 < u < b;. Then, the probability

P(q;lv) is gi b
2x, h—1(8") (8", 8)Br(s) @) (s[v) is given by
le ak_1(8)vk(s’,8)Bk(s) |’

wherelXj is the set of all transitions from state,_; = s') —
(sx = s) with an input label oD, X; is similarly defined, and
the branch metricay(s), Okx(s) andvx(s', s) are defined as
follows:

LW)ZI%( Plaln) = Plbir < u < biw) ©

= Plici—vu<n<bi—u) (10)
= Fy(bi —u) — Fy(bi—1 — ), (11)

where (10) follows from (1), andF,(-) is the cumulative
distribution function ofn. The probabilityP(¢" = jlu),j €
ar(s) 2 P(sp = s,y¥) = Z ar—1(s) (s, s), (4) {0,1} can then be obtained by marginalization as

() 2 PyFalsi =)= 3 Blm(shs), ) L :J"m:m;f (@iler), 7€ 10,17 (12)

Sp=s
(s, 8) £ P(sk=s,Yplsk—1 = ¢').  (6) The probability P(v;|¢/* = j) is then obtained using Baye’s
rule and used to approximate the channel-likelinddg; |¢")
in the computation of the branch metric in (7).
There are two approximations in this approach to computing
(s, 8) = Plax) P(yE|ze) P(y? | px)- @) the channel-likelihoods. First, the probabilitié&{ql’f = jlw)
and P(q" = jlu), m # n are assumed to be independent
Note thatP(x;) denotes the priori probability of z;. This in the marginalization in (12). But this is not true. The
quantity takes the value of the extrinsic information at theomponents of the quantized symbalsre in fact correlated
other constituent decoder (see [7H)(y;|px) is the likelihood i.e., P(¢} = Ov;) # P(q} = Olv;,qf = 0). That is, given
for the parity bits. In the Wyner-Ziv video coding setup, th¢hat the MSBg? = 0, P(q;|v;) needs to be marginalized only
parity bits at the output of the encoder are either punctured,@rer the symbols for which the MSB i8 in order to get
transmitted to the decoder without errors. Thus, the likelihood¥g; = 0Jv;, ¢ = 0). Second, since there is no channel output

The branch metriey (s, s) can be further reduced to [7],

of the parity bits can be evaluated as for the systematic bits, the decoder approximates the channel
likelihoods P(y;|zx) with P(v;]g]"). In the next section, we
L, y;, = pr, pr NOt punctured present a hyper-trellis for the turbo decoder which avoids the
P(yrlpr) = 0, y¥ # pr, pr Not punctured (8) marginalization in (12), and the channel-likelihoods can be
0.5, pr punctured computed without approximation.
The probability P(y{|zx) in (7) is sometimes called [1l. TURBO DECODING ON AHYPER-TRELLIS

the channel-likelihood, as it represents information about | q id the drawbacks of th h ioned
the information bitx; received directly from the channel. n order to avoid the drawbacks of the approach mentione

The channel-likelihoods are calculated as follows. Recdf] € Previous section, marginalizing the probabilitiégy|v,)
that the input labelsa() on the trellis for the turbo de- S ould be avoided. One obvious solution is to use a turbo
coder in the Wyner-Ziv codec correspond to the comp ncoder/decoder over ah/-ary alphabet. Convertingy to

nents of the quantized symbolg A pixel « is quantized inary codewords is no longer necessary ifidrary alphabet
M=1] " = [1,2,...,2M]. Then, as- is used. In this case, the input to the correlation channel

to i = -0, 7;1, -y q; i I i
surging N[%quqantizeg symbol are grouped together befo?@omd be the quantized Versiap of P'Xe' v, and the output
encoding, the input to the encoder can be writtenxas- would be thg cqrrespondlng pixe} n the Sl frame. Thus,
@, Y, wheregl is the m™ bit- Fhe chaqnel likelihood for the correlat|op channel Mmjv?ry
plane in the quantized symbol representing pikeln other NPuts will be of the formP(vi|zy = q;), 7 € {1,2,...,27}.
words, the input to the encoder, = ¢ for some bit-plane Thus, the, channel likelihoods can be calculated using (11)
m and pixell. Thus, in order to compute the branch metric iﬁ”?‘, Baye’s rule. Howevgr, the turbo encoder now requires the
(7), the channel-likelihoods? (7 |¢™), need to be computed.ab',l'ty .to perform operations over a higher-dimensional f|el_d
Since the systematic bit;, is not transmitted, there is noyvh|ch increases the_complexny. Also, the decoder complgxny
information fory;. However, side-information for each pixe||ncr§a§es exponentially because the ”“mper of states in the
@Ihs is M™ for an M-ary alphabet, wheren is the memory
of the RSC code (a binary turbo code only requiz&sstates).

is available at the decoder. The authors of [1], [5] use th
following approach to estimateP(y¥|q™) from the SI. Let
g app Wwilar") Though the decoder in the Wyner-Ziv application is allowed
to be as complicated as required, the exponential increase in

v; be the side-information corresponding to pixelthat has
been quantized into symbej;. Also assume that a pixel s ) e s .
trellis complexity can be prohibitive. This is especially true
2This information was obtained through a private communication with A".Vhe_” a t_urbo _COde with a reason_able large memory is used in
Aaron, one of the co-authors of [1], [5]. conjunction with a quantizer having many levels.



: 01/0110 . .
: oofom state. Thus, there are 2 parallel branches connecting a pair

: 11/1010 of states at adjacent time intervals. The parallel transitions
@ (b) between a pair of states is show in Figure 3 by using a
solid and a dashed line. By allowing parallel transitions, the
Fig. 2. (a) Trellis for the (1,5/7) recursive systematic convolutional complexny of the decc_)der IS not Increa%e_dhen_ compa_lred
code(b) The corresponding hyper-trellis for use wizhbit quantization (two 10 the approach used in [1], [5] and described in Section II.
e e e e oy o e e e oRecall thal e Input labelsyy, i € (0 M, 20}
on the regular trellis corresponds to th& component of

2 e 00 — 10 — 01. The corresponding branch labels aya1 and

5 ;%igg 1/10. Thus, in the hyper-trellis (Fig. 25)), there is branch

e: 01/0011 connecting stat@0 and state)1 with the label11/1110. This

o lUos s the branch labeledin Figure 2¢b). A hyper-trellis section

h: 00/0100 for 3-bit quantization is shown in Figure 3. Note that the hyper-
i: 11/1110 . . . . .

j: 00/0101 trellis has parallel transitions. Since there &imossible inputs,

Y o eight branches emerge from each state, but since there are only
m: 10/1101 four possible states, two branches will lead to the same next
o

P

b.
quantized symbold;) at time i, i.e, z;;x = ¢~. Therefore
the input label on the hyper-trellX,; = [x;,..., 21 pm—1] =
[@2,...,¢M "] = q; Thus, the input labels on the branches

of the hyper-trellis are the quantized symbalsThis can be
see in Figure 2b), where the input labels correspond to the
four possible quantized symbo{$0, 01, 10, 11}.

B. BCJR MAP decoding on the Hyper-Trellis

The input to the turbo encoder is = [z1,...,zx]. TO
derive the BCJR MAP algorithm for the hyper-trellis ,we group
the input bits into M-tuples and express the inputXas=
[X;,..., Xy], whereX; = (zpr(-1), - -+, Tami-1), andx; €
{0,1}. Thus, the output of the turbo encoder can be expressed

Fig. 3. A hyper-trellis section for use with bit quantization (three regular

trellis sections are combined to form one hyper-trellis section). asC = [Ql, e 7QN], whereC,; = [QM(Z-A)» R 7(,:]\41'71] =
[Tar(i—1)s PM(i=1)s - - s Tario1, Pmi—1]. Similarly, the input
to the turbo decodety = |y;,...,Yx] is also grouped

into M-tuples and the results vector is denoted Wy =
[Yq,...,Xy]. Note thatY, = [Yao1)s--->Yaim1] =
Y1, Yhsi ). Since there a total™

A. Construction of the Hyper-Trellis

We avoid this increase in complexity by intro_ducingype_r- . W
trellis structure for the turbo decoder, and implementing é(#e%rll)f irjlvp[)(ljt_llzbels, it is hard to define a log-likelihood
modified BCJR algorithm on thel h)_/per—trellis. The encodeLi as in the case of binary inputs. Thus, the following
does not change. The hyper-trellis is formed by mergldg e ejonement of the BCIR algorithm for the hyper-trellis
branches of the regular trellis into one hyper-trellis SeCt'OBperates in the log-likelihood domain instead of the LLR

Figure 2{a) shows the regular trellis structure for the 5/7) domain. The log-likelihood for an inpuXyis defined as
RSC code and the corresponding hyper-trellis for use in a

Wyner-Ziv video codec with 2-bit quantization. Thus, two [/(X, = q;) = log [P(X,, = ai|y)], i = 1,2,...,2M.

sections of the trellis section are merged to form one hyper- (13)

trellis section. The hyper-trellis is constructed as follows.

Starting at timei = 0, we trace through all the paths through The decoder decideXk =q if I'(X, =q) > L'(X, =

M consecutive sections of the trellis. If a path starts at stage),vi # j. Following the development in [7], the log-

s" at timei = Mk for some intege and ends at state at |ikelihoods can be expressed as

time i + M — 1, then all the input labels;, ..., z; /-1 ON

the branches in that path are collected to form an input label

X, — (21,..., 71 0_1) fOr the branch connecting stattand L' (X, = ai) = log [ Y~ a1 (s)we(s’,5)Bk(s) |,  (14)
Xa;

2M

{2

sinthe hyper-trellis. Similarly, the output label on the length-

M path in the regular trellis are grouped together to form g, o6 v s the set of all transitions in the hyper-trellis with
output label for the corresponding hyper-trellis branch. Fa, input label ofq;, anda, 3, and~ are defined in a manner
example, let the states in the regular trellis (Fig(a2} be

labelled {O(_),. 10,01, 11}. Consider the fo”OW'”Q sequence Of_ 3Though there are more transitions per section in the hyper-trellis, the total
state transitions through two consecutive sections of the trellismber of hyper-trellis sections is reduced, thereby preserving the complexity.



similar to (4), (5), and (6). As in (7), the branch metric forate greater thari0—2 after decoding, it requests additional
the hyper-trellis can be expressed as parity bits. Parity bits are requested until the bit error rate

'y o " o » is than10—2. Because of the multiple (re-)transmissions, the
(s’ 8) = P(Xy, = @) P(XE[Xy, = qi) POGIR,), (15)  mer of parity bits transmitted for each frame adapts to the

where P, = [pa(k-1),---,pPmi—1] are the parity bits cor- varying “channel” quality between the side-information and
responding to the information symbej; at time k£, and the original frame. Thus, the best possible rate (maximum
Y = [Wrrh—1y> -+ Yhk—1)s * = {z,p}. The likelihoods compression) is achieved for each frame. This assumption

for the parity symbolsP(Y?|P;)), can be evaluated as of a feedback channel is not realistic, and also allowing an
Mol unlik:nited number(ofr:etrr]ansmidssionsblre)quiLess lot of buglering
» _ v at the transmitter (which is undesirable). The best possible rate
PXYIRy) = H PWrr (1) ilPr =1 1) (16) is the usual performance metric in source-coding problems.

o ) However, we look at the problem from a channel-coding
whereP(yﬂpi) IS gven In (8). perspective and do not worry about the best possible rate.
The side-information at the decoder plays the role of thasiead we report the rate-distortion performance for different
received systematic symbo¥s;. Thus, the channel-likelihood ncturing rates. This simplifies exposition, and demonstrates
can be C(_)mPUtEd_ ag_(fi@k_ = qi) = P(%mk = _qi)' the advantage of our hyper-trellis approach. It will be shown
where v is the side-information corresponding to pixel  {hat the hyper-trellis approach performs better than the scheme

(that has been quantized ¢g). Thus, P(X, = q;|vx) can be [1], [5] for all transmission rates.

computed using (11) fof = 1,...,2" and then the channel-  \ye first evaluate the performance of the codec when
likelihoods can be obtained using Baye's rule. Note that in thﬁood“ side-information is available. We generate Sl for the
hyp_er-trellis approach, the channel-likelihoods are computggen frames K»;) by using motion compensated interpolation
as |f_ an_M—ary alphabet was gsed at the encoder. Howeve(MCD [8] between two consequtive odd frameB,(_, and
the likelihoods for the parity bits are computed differently. Fyi11). The interpolation is done under the assumption of
Once the likelihoods in (14) are evaluated, itis standard pregmmetric motion vectofSMV) between frames (see [1], [5]

cedure to extract extrinsic information to be sent to the othf.gr details). This technique of generating SI will be referred
decoder. The extrinsic information for information symiegl ;5 55 SMV-MCI. We use a search range 1f pixels and a

=0

is given by block size of16 x 16 pixels in the block matching algorithm
L(X, =q) =L(X, =q;) —log (P(Y?|X, = q,)). (BMA) [8] used in SMV-MCI. The performance of different
(17) schemes using the Sl generated by SMV-MCI is shown in
Note that P(X, = q,) in (15) represents the priori Figure 4. If no parity bits are sent (zero-rate), the decoder

information available to the decoder abaXi. In the first, USeS the Sl frames as its estimates of the even frames. This
iteration of the turbo decoding?(X, = q;) = 2™, Vi € gives a peak signal-to-noise ratio_ (PS_NR) 2¥4 dB. This
{1,...,2M} and in the ensuing iterations, the extrinsic inforis the line labeled SI (zero bpp) in Figure 4. Note that the

mation (L, (X,, = q;)) generated by the other decoder is useRerformance of the scheme in [1], [5] is less thand dB for
as thea priori information. rates less thaB bits-per-pixel (bpp). This implies that sending

additional parity bits degrades performance when compared
IV. SIMULATION RESULTS to sending no parity bits. This shows the suboptimality of the
Simulation results are presented for a Wyner-Ziv codec thetheme used in [1], [5], because having additional information
uses the 3GPP turbo code. The 3GPP turbo code consistshuduld never degrade the performance. These poor results are
two identical RSC codes with feed-forward and feedback polg- consequence of approximating the channel-likelihoods (see
nomials given byl + D + D? and1 + D? + D3 respectively. Section II-A) in the approach in [1], [5]. The performance of
the Wyner-Ziv codec using the hyper-trellis converges to zero-
The foreman sequence in QCIF formati{ x 176 pixels) rate performance (MCI performance) as the transmission rate
is used to evaluate the performance of the Wyner-Ziv codetecreases. When the rate is equaltbpp with M = 2 or 4
This is one of the standard video sequences used to evalugip with M = 4 (no compression at these rates), the perfor-
the performance of video coding systems. Only the luminanognce of both the hyper-trellis scheme and original scheme
values of the video sequence are used in our simulatiogsincide. This is the best possible performance achievable with
Quantization with four {4/ = 2) and sixteen Y/ = 4) levels the respective quantizer. With/ = 4, there is a potential for
is implemented. The input blocklength of the turbo code &n approximatelyp dB gain in PSNR using the hyper-trellis
fixed at 4800 bits. Thus for a2-bit quantizer,2400 pixels approach. For example, when the rateibpp (compression
are quantized, and the corresponding binary codewords smio is two), there is al dB gain in PSNR. Similarly for
encoded using the turbo code. Fordait quantizer,1200 M = 2, there is a potential to increase the PSNR1bydB
pixels are collected and quantized before encoding. In [1]sing the hyper-trellis approach. If a threshold PSNR of 30
[5], a feedback channel is assumed between the decoder dBdis considered acceptable, then far = 4 the hyper-trellis
the transmitter. The transmitter starts by sending a smalpproach reduces the required transmission rate by over 1 bpp
set of parity bits. If the decoder encounters a bit erragn comparison to the approach in [1], [5]. Note that the gain in
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Fig. 4. Rate versus average PSNR performance for thetfifsframes of the

foreman sequence. Side-information is generated using motion-compensgtg

V. CONCLUSIONS

Wyner-Ziv coding of video is a new approach to encode a
video sequence in which the source statistics are exploited in
the decoder. It is shown that current implementations of the
Wyner-Ziv decoder use a sub-optimal approximation in the
BCJR algorithm used to estimate thgosterioriprobabilities
of the transmitted bits. It is also shown that using turbo codes
operating on)M -ary alphabets can resolve this sub-optimality.
However, the exponential increase in decoding complexity
with AM-ary codes can prove prohibitive.

In this paper, a hyper-trellis structure is introduced for
the Wyner-Ziv video decoder. The hyper-trellis is formed by
merging consecutive sections of a regular trellis into one
consolidated trellis section. The hyper-trellis structure can be
psidered to be a hybrid of a trellis far-ary codes and a

interpolation under the assumption of symmetric motion vectors between tif€llis for binary codes. The channel likelihoods in a hyper-

consecutive odd frames of the sequence.

35

F,,_; used as side-information for F,

- - - Sl (zero bpp) /
- M=2 /
M=4 /
M=2, Hyper-Trellis /
M=4, Hyper-Trellis /

i
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PSNR (dB)

20
0

bits per pixel (bpp)

Fig. 5. Rate versus average PSNR performance for thefitframes of
the foreman sequence. Odd framfg; _; is used as side-information fdry;.

trellis are computed in a manner analogous to the channel
likelihoods for anM-ary code. However, the likelihoods for
the parity bits are computed in a manner consistent with
binary codes. By allowing parallel transitions between states,
the hyper-trellis avoids the exponential increase in complexity
required byM -ary codes. In fact, the complexity of the Wyner-
Ziv decoder remains the same irrespective of whether the
hyper-trellis or regular trellis is used for turbo decoding. It is
shown through simulation that the hyper-trellis approach has
the potential improve the PSNR by ovedB for the same rate,

or decrease the rate required by over one bit-per-pixel for a
fixed PSNR threshold. The performance improvement offered
by the hyper-trellis approach increases with the number of
levels @) used for quantization.
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