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ABSTRACT

SWAIN, E.D.; LANGEVIN, C.D., and WANG, J.D., 2008. Utilizing spectral analysis of coastal discharge computed by
a numerical model to determine boundary influence. Journal of Coastal Research, 24(6), 1418–1429. West Palm Beach
(Florida), ISSN 0749-0208.

In the present study, a spectral analysis was applied to field data and a numerical model of southeastern Everglades
and northeastern Florida Bay that involved computing and comparing the power spectrum of simulated and measured
flows at the primary coastal outflow creek. Four dominant power frequencies, corresponding to the S1, S2, M2, and
O1 tidal periods, were apparent in the measured outflows. The model seemed to reproduce the magnitudes of the S1
and S2 components better than those of the M2 and O1 components. To determine the cause of the relatively poor
representation of the M2 and O1 components, we created a steady-base version of the model by setting the time-
varying forcing functions—rainfall, evapotranspiration, wind, and inland and tidal boundary conditions—to averaged
values. The steady-base model was then modified to produce multiple simulations with only one time-varying forcing
function for each model run. These experimental simulations approximated the individual effects of each forcing
function on the system.

The spectral analysis of the experimental simulations indicated that temporal fluctuations in rainfall, evapotrans-
piration, and inland water level and discharge boundaries have negligible effects on coastal creek flow fluctuations
with periods of less than 48 hours. The tidal boundary seems to be the only forcing function inducing the M2 and O1
frequency flow fluctuations in the creek. An analytical formulation was developed, relating the errors induced by the
tidal water-level gauge resolution to the errors in the simulated discharge fluctuations at the coastal creek. This
formulation yielded a discharge-fluctuation error similar in magnitude to the errors observed when comparing the
spectrum of the simulated and measured discharge. The dominant source of error in the simulation of discharge
fluctuation magnitude is most likely the resolution of the water-level gauges used to create the model boundary.

ADDITIONAL INDEX WORDS: Fourier transform, model boundary, tidal forcing, frequency domain, gauge error.

INTRODUCTION

The southern inland and coastal systems (SICS) numerical
flow model was developed for the coastal area of Everglades
National Park and Florida Bay in southern Florida (Figure
1). The flow volumes and patterns of flow through the coastal
creeks connecting the inland and offshore areas are of great
interest to water managers and others implementing ecosys-
tem restoration initiatives. Surface water is represented in
the SICS model by SWIFT2D—a two-dimensional hydrody-
namic model capable of simulating constituent transport and
density variations (SCHAFFRANEK, 2004). It is coupled to
SEAWAT, the three-dimensional groundwater model (GUO

and LANGEVIN, 2002), which has comparable transport and
density variation capabilities. Applying the coupled model to
the SICS area required adding further capabilities to repre-
sent evapotranspiration, rainfall, and wind sheltering
(SWAIN et al., 2004). The calibration of the SICS model was
complex, owing to many parameters (LANGEVIN, SWAIN, and
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WOLFERT, 2005). The properties of measured and simulated
values were compared to ensure proper model development
and calibration.

A coupled surface-water–groundwater model was needed
for the SICS area because of significant interactions between
the coastal wetlands and the aquifer. The capability to rep-
resent the density effects of constituent transport is needed
because of the coastal salinity gradient, and the hydrodynam-
ic surface-water solution is required to accurately simulate
the coastal stage and flow transients. The necessary com-
plexity of this scheme also means that the model needs much
more input data than simpler models, requires greater de-
velopment effort, and has more sources of uncertainty. To
place error bounds on model results, we had to determine the
sources of error in the extensive input data.

The results of the numerical model can be compared with
field measurements for calibration. In the SICS model area,
water levels, salinity, and discharge rates are measured at
the coastal creeks where flow exits the wetlands into Florida
Bay. A comparison of the magnitude and frequency of fluc-
tuations in each data set can be useful, providing insight as
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Figure 1. Southern Inland and Coastal Systems (SICS) study area.

to which factors drive the flows. The dominant frequencies in
both measured and simulated data can be delineated by spec-
tral analysis in which data are transformed into a frequency
domain that represents the distribution of fluctuation ampli-
tudes. These dominant frequencies can then be compared to
evaluate the ability of the numerical model to represent the

relevant controlling phenomena. The input parameters can
be varied to identify those factors that are manifested at each
of the dominant frequencies. It is also possible to determine
the spectral amplitude at specific frequencies, which indi-
cates the magnitude of the effects. Through the combination
of a numerical model and spectral analysis, the dominant
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forcing functions of the system can be identified and the abil-
ity of the model to reproduce the effects of the forcing func-
tions can be evaluated.

NUMERICAL MODELING AND SPECTRAL
ANALYSIS

The development of the SICS numerical model has in-
volved numerous field studies to define model input, such as
frictional resistance, evapotranspiration, land elevation,
boundary conditions, and other parameters (SCHAFFRANEK,
RUHL, and HANSLER, 1999). HITTLE (2000) installed coastal
monitoring sites at several locations, including Trout Creek,
shown in Figure 1. The water-level, discharge, and salinity
data (collected at 15-minute intervals) at this site and others
are used to calibrate the model.

The model represents predominant downward flow of sur-
face water to groundwater at the coastline, with upwelling
offshore. However, the model shows coastal groundwater
fluxes to be small relative to surface-water fluxes (LANGEVIN,
SWAIN, and WOLFERT, 2005), and the focus of this report is
on the surface-water component as a more significant mea-
sure of model hydrology. A simulation timestep of 3 minutes
is used in SWIFT2D, whereas boundary conditions are input
at different timestep lengths. Evapotranspiration is comput-
ed every timestep, but the solar-radiation values used to com-
pute evapotranspiration are input every 15 minutes. Rainfall,
wind, and tidal boundaries are also input at 15-minutes in-
tervals.

The tidal boundary is computed as an average of the three
tidal water-level stations shown in Figure 1. Rainfall is spa-
tially interpolated between rainfall stations and wind speed,
and direction is spatially uniform over the model area. Solar
radiation is spatially uniform but evapotranspiration varies
between model cells because of its dependence on water depth
and vegetation. The spatial and temporal resolution of the
model should be sufficient to examine fluctuations in flow
rates on scales somewhat larger than the computational
timestep.

A useful tool to investigate and compare the properties of
both the water-level and discharge fluctuations is spectral
analysis, in which the Fourier transform of the autocovari-
ance function is defined as the spectrum (LUMLEY and PA-
NOFSKY, 1964):

�1
i��S (�) � e C (�) d� (1)xx � x2�

��

where Sxx(�) is the spectrum of quantity x(t) at a time fre-
quency of �, i is the imaginary number ��1, and Cx(�) is
the autocovariance of quantity x at a time lag of � computed
by:

T1
C (�) � [x(t) � x̄][x(t � �) � x̄] dt (2)x �T 0

where t is time, T is the total time analyzed, and x̄ is the
time-averaged value of quantity x(t) over time T. The spec-
trum expresses the magnitude of correlations in the x values
at frequency �. The implementation of spectral analysis is
facilitated by the use of a fast-Fourier transform (FFT) tech-

nique (COOLEY and TUKEY, 1965). This discrete Fourier-
transform algorithm reduces the number of computations
needed and efficiently calculates the spectral power distri-
bution.

Various studies have used spectral analysis or associated
stochastic techniques on model results. RETTEMEIER et al.
(2001) used a spectral analysis on results from a finite-ele-
ment model of flow and turbulence in which a comparison
was made between theoretical distributions and frequency
spectra of three-dimensional turbulence at a node in the mod-
el. SHIH (2004) used differential analysis to create analytic
statistical formulations for uncertainty analysis. These for-
mulations were utilized on a radioactive nuclide transport
model. In another study, FERRANTE and YEH (1999) used
spectral analysis and Monte Carlo simulations to propagate
uncertainty into simulated flow through unsaturated soils.
SWAIN and CHIN (2003) used spectral integration to develop
an analytical formulation of dispersion in groundwater af-
fected by variable surficial recharge. Although application of
spectral analysis indicates the ability of a model to represent
a system, the study described in this paper also employed a
spectral analysis on model output to determine the signifi-
cance of model boundaries. This analysis yields much more
information about the behavior of the system than would
have been possible from only comparing model results to field
measurements.

Characteristic frequencies of the fluctuations in water level
and discharge rate are caused by numerous factors, such as
tides at coastal locations. The principal tidal components are
listed in Table 1; in many offshore and estuary studies, these
tidal components represent the majority of effects. Processes
such as rainfall, wind, and evapotranspiration, however, have
their own characteristic frequencies. Comparison of the spec-
tra of forcing functions (such as tide and atmospheric pres-
sure) and the spectral of water-level responses has been use-
ful in determining their relationships (SHIH et al., 2000), so
a similar application can yield insight into the factors that
affect coastal discharge. Determining which processes are
manifested at a given frequency can be difficult, but the nu-
merical model allows processes to be modified or neglected as
specified so that their individual effects on model output can
be estimated.

Application

The SICS study area consists of about 905 km2 of south-
eastern Everglades National Park and includes part of north-
eastern Florida Bay and its shoreline from U.S. Highway 1
westward about 48 km to the West Lake area (Figure 1). The
study area boundary then follows part of the Old Ingraham
Highway northeastward to the Taylor Slough Bridge Royal
Palm Ranger Station, and then southeastward along part of
the C-111 canal. In addition to Taylor Slough, this area also
includes several coastal creeks and several shallow coastal
embayments such as Joe Bay. The SICS model was imple-
mented to simulate a period from 1996 to 2002. Boundary
conditions were constructed from measured discharges on the
northern side of the model and measured water levels for the
tidal boundary on the southern side. The calibrated model
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Table 1. Tidal frequency components (compiled from Schureman, 1976).

Component

Period

Days Hours Minutes Seconds Description

K1 0 23 56 3 Lunisolar diurnal constituent. Together with O1, it expresses the effect of the moon’s dec-
lination, which accounts for diurnal inequality and extreme diurnal tides. With P1, it
expresses the effects of the sun’s declination.

K2 0 11 58 2 Lunisolar semidiurnal constituent. Modulates the amplitude and frequency of M2 and S2
for the declinational effects of the moon and sun, respectively.

M1 1 0 50 28 Smaller lunar elliptic diurnal constituent.
M2 0 12 25 14 Principal lunar semidiurnal constituent. Represents the rotation of the Earth with respect

to the moon.
N2 0 12 39 30 Larger lunar elliptic semidiurnal constituent. Together with L2, it modifies the amplitude

and frequency of M2 for the effects of variation in the moon’s orbital speed due to its
elliptical orbit.

O1 1 1 49 9 Lunisolar diurnal constituent. See K1.
P1 1 0 3 57 Solar diurnal constituent. See K1.
S1 1 0 0 0 Principal solar diurnal constituent.
S2 0 12 0 0 Principal solar semidiurnal constituent. Represents the rotation of the Earth with respect

to the sun.

Figure 2. Trout Creek discharge and tidal water-level. Figure 3. Periodograms of discharge conditions at Trout Creek.

output includes stage and discharge at the coastal creeks;
these quantities also are measured in the field.

Trout Creek provides the largest volume of coastal creek
output (Figure 1), and therefore, was chosen to compare spec-
tral analysis of measured and simulated values. Figure 2
shows the discharge at Trout Creek and the tidal water level
over a several-day period. The standard diurnal tides are not
readily visible because the sheltering effect of the Florida
Keys somewhat isolates Florida Bay (Figure 1). This makes
the definition of fluctuation frequencies more difficult.

To ensure that nonstationary effects did not play a signif-
icant part in the spectral analysis, the Trout flow datasets
were detrended and each split into multiple segments, and
the spectral analysis performed on each segment, with the
results averaged, similar to SHIH (2002) and SHIH and LIN

(2002). The segment lengths were varied to find a good value;
using more segments caused some of the significant frequen-
cy features to be lost. A segment length of about 450 days
was chosen. The results of the spectral analysis of Trout
Creek discharge (both measured and computed by the cali-
brated model) are shown in Figure 3 as a periodogram, where
the abscissa is dimensioned in the inverse of frequency, which
is the period length. Only periods of less than 48 hours are

plotted because shorter timescale fluctuations are a better
indicator of model uncertainty. Spectral power is greatest at
several dominant frequencies (Figure 3). The 12-hour cycle
corresponds to the S2 tidal component, the 12-hour 25-minute
cycle corresponds to the M2 component, the 24-hour cycle cor-
responds to the S1 component, and the 1-day, 1-hour, 49-minute
cycle corresponds to the O1 component. However, it should
not be assumed that these components are strictly astronom-
ical tides. The geography of northeastern Florida Bay shel-
ters the coastal area and significantly dampens the tidal sig-
nature so frequency components observed as the S1 and S2
can easily be due to the other forcing functions such as wind,
rain, or evapotranspiration.

The 95% confidence limits for the spectra indicate the sig-
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nificance of spectral power (SHIH, 2002) and are calculated
as per BENDAT and PIERSOL (2000):

2nS 2nSxx xx
� S � (3)xx2 2� �2n;0.025 2n;0.975

where n is the number of segments used and �2 is the chi-
squared distribution value for the given degrees of freedom
and percentage. The upper limit is plotted in Figure 3. The
confidence limit lies above the spectral power at each fre-
quency, but it is useful to see how the peaks in power com-
pare with the mean 95% confidence line. The S2, M2, and S1
spectral power are above the mean confidence line for the
measured data, but the M2 power falls significantly below in
the case of the model computed data. The O1 component is
lower than the mean confidence line in both cases.

The comparison of measured and simulated spectra (Figure
3) indicates how well the model reproduces the proper am-
plitude at the different frequencies. When comparing the
magnitude of the dominant spectral power, the calibrated
model reproduces 83% of the 12-hour component, 36% of the
12-hour 25-minute component, 85% of the 24-hour compo-
nent, and 76% of the 1-day, 1-hour, 49-minute component
(Table 2). The model seems to reproduce the 12- and 24-hour
components (S2 and S1) better than the 12-hour, 25-minute
and 1-day, 1-hour, 49-minute components (M2 and O1). To
evaluate sources of model error, we varied the model forcing
functions individually; determining the sources of these spec-
tral components of flow.

Spectral Analysis of Experimental Simulations

To create a ‘‘steady-base’’ scenario without the effects of
forcing-function fluctuations, the water-level, discharge, and
salinity boundaries for the surface-water model and the wa-
ter-level and salinity boundaries for the groundwater model
were set to a constant value equal to the average for the
7-year simulation. This steady-base case, however, cannot be
considered an actual average of the hydrology of the dynamic
model because so many of the processes are nonlinear. When
the fluctuations of a single-forcing function are added inter-
nal to the experimental simulations, the frequency and am-
plitude of their effects on coastal flows at Trout Creek can be
determined by spectral analysis of the model output.

The spectral analysis of the simulation with constant sur-
face-water and groundwater boundaries is shown along with
the original simulation in Figure 3. For this first experimen-
tal situation, no significant spectral power is seen in the
range of periods up to 48 hours, and none of the tidal fre-
quencies is apparent (Figure 3).

When evaluating the spectral power peaks for single-forc-
ing function simulations, their magnitudes can be compared
with the equivalent spectral power of the field-measured
data. However, this does not give an absolute measure of the
percentage of the signal accounted for by each forcing func-
tion. The single forcing-function simulations do not take into
account interactions between forcing functions, and the peak
value of a spectral power is affected by how much lateral
spread the peak has. Thus the real significance of applying
forcing functions individually and comparing their spectral
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Figure 4. Periodograms of discharge conditions at Trout Creek with in-
dividual forcing functions.

magnitudes is to determine which forcing function the fluc-
tuation in Trout Creek flow is most sensitive to, rather than
strictly comparing the spectral magnitudes.

A spectral analysis of experimental simulations was made
in which rainfall, evapotranspiration, wind, and inland and
tidal boundaries were individually varied while other vari-
ables were held constant. In the first case, the actual rainfall
time series was used, but all other input data remained con-
stant at their average values. As shown in Figure 4B, no dis-
tinctive dominant spectral power was present within the

range of frequency periods up to 48 hours. This can be com-
pared with the spectra of the measured data in Figure 4A.
The response of Trout Creek discharge to a rainfall event
should depend on the ‘‘time of concentration’’; the time it
takes the water to flow from the furthest point in the water-
shed to Trout Creek. With mean flow velocities on the order
of 1 cm/s, and distances more than 20 km, it can take over
20 days for rainwater to reach the coastal creeks. Although
peak flows would occur in a shorter time, it makes sense that
the discharge response would not be on the same timescale
as the rainfall event. The spectral power magnitude gradu-
ally increased with longer period length, which indicates that
the temporal variation in rainfall is dampened by the system
as it flows to Trout Creek.

A similar damping as seen in the response to rainfall
should occur with the evapotranspiration signal, but the
strength of the daily evapotranspiration cycle is larger than
that of the rainfall. A spectral analysis of the simulation in
which only the evapotranspiration boundary was varied (Fig-
ure 4C) showed very little spectral power for most of the fre-
quency periods. A small increase in spectral power occurred
at the 24-hour period; however, this daily frequency in evapo-
transpiration was anticipated. The magnitude of this spectral
power was 5% of the magnitude of the 24-hour spectral power
seen in the field-measured data in Figure 4A (Table 2). This
indicates that a very small part of the 24-hour response in
Trout Creek flows is due to evapotranspiration variation.
This contrasts with rainfall, which contributes a majority of
the volumetric flow, but does not produce even a small
24-hour spectral power as does evapotranspiration. The spec-
tral power from rainfall is highly muted because the dis-
charge from a day’s rainfall drains through the creeks over
several days. Evapotranspiration fluctuates daily and peaks
nearly simultaneously everywhere.

In a spectral analysis of flow at Trout Creek in which only
the wind boundary was varied, spectral power is seen for both
the 12- and 24-hour cycles (Figure 4D). Significant spectral en-
ergy was distributed more uniformly across all the frequencies,
indicating that wind has a greater randomly distributed effect
on high frequency flow variations than rainfall or evapotrans-
piration. The 12- and 24-hour spectral power in the wind-only
spectrum were significant relative to the magnitude of the cor-
responding spectral power for the field-measured data spectrum
(Table 2). This indicates that local wind forcing can be a signif-
icant factor in Trout Creek flow fluctuations at the frequency of
the S1 and S2 components of tide. The significance of wind on
coastal creek flow was also observed in SWAIN et al. (2004),
where it is shown that the SICS model represents the periodic
reversals of flow direction at Trout Creek. However, when the
wind forcing is removed from the model, no flows in the inland
direction are simulated so the significance of wind in the spec-
tral analysis is not surprising.

The inland boundaries are defined as those not directly af-
fected by the tidal variations from Florida Bay (Figure 1).
This includes water levels along Old Ingraham Highway and
flow through the Taylor Slough Bridge, L-31W Canal, and
C-111 Canal (Figure 1). An analysis was made in which the
spectrum of flow at Trout Creek with inland boundaries alone
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Figure 5. Coherence of tidal water-levels, wind speed, and measured
Trout Creek flows.

was varied (Figure 4E). Minimal spectral energy was dem-
onstrated in frequencies with periods less than 48 hours.

The only remaining forcing function, the tidal boundaries,
was varied in the model, and dominant spectral power was
seen at the S1, O1, S2, and M2 frequencies (Figure 4F). The
12- and 24-hour spectral power was not as large in magnitude
as that generated when only the wind boundary was varied,
but the 12-hour, 25-minute component (M2) and the 1-day,
1-hiyr, 49-minute component (O1) were significant with var-
iable tidal boundaries. These peaks were not present in the
spectral analysis of wind. This result is logical because the
O1 and M2 frequencies are strictly lunar and lunisolar tidal
components (Table 1).

A summary of the comparative magnitude of the power
spectra is shown in Table 2. Comparing the calibrated model
to the field-measured flow data at Trout Creek, the 24- and
12-hour frequencies (S1 and S2, respectively) are represented
significantly better than the 12-hour, 25-minute (M2) and
somewhat better than the 25-hour, 49-minute (O1) frequen-
cies. The comparisons of the individual forcing-function sim-
ulations indicate that the 12-hour, 25-minute (M2) and
25-hour, 49-minute (O1) components are most likely induced
exclusively by the tidal boundary. Additionally, wind may in-
duce more of the 24- and 12-hour components (S1 and S2)
than is induced by the tidal boundary. That the tidal bound-
ary data include regional effects of wind, in addition to the
S1 and S2 components, reinforces the conclusion that the S1
and S2 components, which represent solar tidal effects, do
not seem to be as large an effect as the 24- and 12-hour spec-
tral components of wind.

Additional insight can be obtained by directly comparing
the forcing functions that are input to the model to the field
flow data that the model is attempting to reproduce. This
model-independent comparison uses the normalized cross-
spectrum—the coherence. This indicates the correlation be-
tween data sets at specific spectral frequencies. The same
partitioning of the data into segments (SHIH et al., 2000) is
used as in the spectral analysis. Figure 5A indicates that tid-
al level and Trout Creek flow have higher coherence at all
four tidal frequencies, whereas Figure 5B shows wind and
Trout Creek flow only have higher coherence at the S1 and
S2 frequencies. This supports the conclusion that the indi-
cated S1 and S2 frequencies are not predominantly astronom-
ical tides but are wind driven. A comparison of Figures 5A
and B indicates that the Trout Creek flow has a higher co-
herence with tide than wind over most of the frequency
range, but at the S1 and S2 frequencies, neither tide nor wind
can be proven to be a dominant effect. Figure 5C compares
tide and wind, showing a higher coherence at the S1 and S2
frequencies. Because the boundary tidal level is affected by
wind, very little of the observed S1 and S2 coastal flow fluc-
tuations may be due to astronomical tides.

The S1 and S2 frequency effects on flow at Trout Creek
seem to be primarily wind driven, and the M2 and O1 fre-
quencies seem to be induced by the tidal boundaries. This
result provides insight on how accurately these forcing func-
tions are represented in the model.

Several conclusions can be drawn from the data presented
in Table 2 and Figures 3–5: The effects of evapotranspiration

(and rainfall and inland boundaries shown in Figure 4) gen-
erally are negligible on the fluctuations in flow at Trout
Creek for periods of less than 48 hours.

Wind accounts for most Trout Creek flow fluctuations on
12- and 24-hour frequencies. Tidal boundaries account for
nearly all fluctuations on 12-hour, 25-minute and 25-hour,
49-minute frequencies, which correspond to the M2 and O1
tidal components, respectively.

The calibrated model represents the 12- and 24-hour com-
ponents of flow fluctuations at Trout Creek better than the
12-hour, 25-minute and 25-hour, 49-minute components,
which, when combined with conclusion 2, indicates that wind
effects on Trout Creek flow are represented better than tidal
water-level boundary effects.

These results indicate that the measurement of tidal
boundary water-level fluctuation effects may be the primary
source of error for higher frequency discharge fluctuations at
Trout Creek—a major coastal outflow point.

Harmonic Analysis of Experimental Simulations

The spectral amplitudes shown in Figures 3 and 4 are not
the most accurate representations of the actual spectral pow-
er. The widths of different peaks vary, so the value of the
maximum value is not a complete measure of the total power
associated with a specific frequency. A more accurate method
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Table 3. Spectral power of forcing functions at principal tidal periods
(determined from harmonic analysis).

Forcing Function or
Discharge

Spectral Power in Original Units
(Dashes Indicate Negligible Power)

12-h, 25-min
Component

(M2)

25-h, 49-min
Component

(O1)

12-h
Component

(S2)

24-h
Component

(S1)

Evapotranspiration
(cm/d) — — — 0.31

Wind (m/s) — — — 0.822
Tidal boundary (cm) 0.21 0.22 0.25 0.30
Measured Trout Creek

discharge (m3/s) 0.787 1.048 0.581 1.047
Computed Trout Creek

discharge (m3/s) 0.519 0.805 0.396 0.453

for determining the spectral amplitude associated with a spe-
cific frequency is to use a least-squares method to fit a cosine
function of the desired frequency to the data. This ‘‘harmonic
analysis’’ matches the amplitude and phase to minimize the
least-square errors. The amplitude is expressed in the origi-
nal units of the data. To evaluate the magnitudes of spectral
components in the model forcing functions, the harmonic
analysis was used. Neither rainfall nor the inland boundaries
produced significant components. The computed evapotrans-
piration spectral magnitude at the 24-hour (S1) frequency is
0.31 cm/d. The wind velocity has a 12-hour (S2) component
of 0.219 m/s and a 24-hour (S1) component of 0.822 m/s.
These results are shown in Table 3.

The harmonic analysis was also applied to the water-level
measurements used for the tidal boundary and both the mea-
sured and computed discharges at Trout Creek. These results
are also shown in Table 3. Note that for the water-level mea-
surements used for the tidal boundary, the 12-hour, 25-mi-
nute component (M2) had an amplitude of 0.21 cm and the
25-hour, 49-minute component (O1) had an amplitude of 0.22
cm. The field measurements of water level, made to the near-
est 0.30 cm, has an average error of 0.30/4 � 0.075 cm, so
the M2 and O1 tidal components are only about three times
larger than the average measurement error.

Numerical Model Uncertainty Considerations

When evaluating the effect of errors in field measurements
on the model’s flow spectra, the potential effect of errors in-
herent to the numerical model must be considered. In SWAIN

et al. (2004), an uncertainty analysis was performed on the
SICS model by individually perturbing the model input pa-
rameters and observing the variability in the model-comput-
ed coastal flows. Of the eight types of parameters that were
perturbed, the highest sensitivity was related to the frictional
resistance of the coastal creeks. Changing the coastal creek
resistance by 50% induced mean absolute differences in flow
at Trout Creek from 3.6 to 4.6 m3/s. However, a temporally
constant parameter such as frictional resistance affects the
amplitudes of flow fluctuations at all frequencies so it cannot
account for the disparities in the ability to represent different
frequency spectral powers. This is true of most of the nu-
merical model parameters analyzed, except for rainfall,

evapotranspiration, wind, inland boundaries, tidal boundar-
ies, and the effects of salinity variations on density. All these
are part of the spectral analysis in the ‘‘Spectral Analysis of
Experimental Simulations’’ section of this paper, except for
the salinity variation effects. However, the sensitivity test in
SWAIN et al. (2004) indicated that totally neglecting the ef-
fects of salinity variations on density only induced a mean
absolute difference in flow at Trout Creek of 0.66 m3/s.

The temporally varying parameter that indicated the high-
est sensitivity was in fact the tidal boundary. Changing the
tidal boundary by 0.1 m induced mean absolute differences
in flow at Trout Creek from 1.1 to 2.6 m3/s. To examine the
effects of temporal fluctuations in tide, we added a sinusoidal
function with an amplitude of 0.3 m to the western tidal
boundary. This produced a mean absolute difference in flow
at Trout Creek of 4.6 m3/s. A similar hypothetical tide func-
tion is subjected to spectral analysis in the ‘‘Comparison to
Numerical Models’’ section of this paper.

ERROR PROPAGATION FORMULATION

The limitations associated with field measurements are
one possible source of errors in the representation of tidal
boundary levels in the numerical model. Field water-level
measurements are made by a continuous recorder to the
nearest 0.30 cm. Each water-level measurement can have a
maximum error of 
0.15 cm because it is reported to the
nearest gauge increment. For a large data set where the wa-
ter level varies over a range substantially more than one wa-
ter-level gauge increment, the error is uniformly distributed
over the range from �0.15 to �0.15 cm.

POTTER and WALKER (1981, 1985) discuss stage–discharge
relationships used for peak flow determination. They found that
errors in peak flow measurements are often larger than the
usual errors in the stage–discharge rating. This has important
implications in flood frequency analysis. These cases differ from
the coastal situation in this paper in that the peak flow case
involves a large stage variation with a fixed stage–discharge
relationship. Our coastal situation has a very low water gradi-
ent, no fixed stage–discharge relationship, and a strong depen-
dency of discharge on stage gradient. Thus the error character-
istics are different with the effect of stage-measurement errors
on the stage gradient being the important factor.

Equation Derivation

A formulation that relates the magnitude of the water-level
gauge errors to discharge errors is needed to determine if the
spectral magnitude errors are likely due to measurement er-
rors. Including terms for the related water-level measure-
ment error and computed discharge error in the steady-state
approximation of the discharge-gradient relation yields:

Q � e � ��z � e (4)i qi i zi

where Qi is the discharge at measurement i, eqi is the error
in discharge computed at measurement i resulting from er-
rors in water-level measurement, � is the proportionality be-
tween discharge and the square root of water-level difference,
zi is the water-level difference through the creek between
some defined upstream and downstream locations (the down-
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Figure 6. Velocity and stage-area ratings for Trout Creek discharge sta-
tion.

stream water-level defined by the tidal boundary), and ezi is
the error in water-level measurement at measurement i.
Equation (4) is for steady one-dimensional flow. The creek
flow is represented as one-dimensional in the numerical mod-
el also, even though the rest of the surface-water computa-
tions are two dimensional. Equation (4) is to be used to rep-
resent the net error in discharge over the period of record.
Using the steady flow equation assumes that inertial effects
are negligible for the long-term average—a reasonable as-
sumption. The only induced error in Equation (4) is in down-
stream stage measurement, ezi. It should be noted that, in
the following application, the discharge error eqi is equated to
the errors in spectral power: the errors in the temporal fluc-
tuation magnitude. Because these frequency fluctuations are
due to tide, the error in downstream stage measurement ezi

is the relevant error, not any inherent errors in � or up-
stream stage.

Equation (4) does not include a dependency on water depth.
The information from the field discharge measurement site
can be used to determine if this is a reasonable approxima-
tion. In the development of the Trout Creek station rating
curve that relates measured velocity to mean velocity, shown
in Figure 6A, the regression analysis did not require water
depth as a significant variable relative to the measured ve-

locity variation for a close fit (HITTLE, PATINO, and ZUCKER,
2001). In addition, a basic statistical analysis of the water-
level data at the Trout Creek station shows a standard de-
viation of 0.101 m; only 6.7% of the average depth of approx-
imately 1.5 m. Figure 6B shows the relationship between
stage and cross-sectional area at the Trout Creek station,
which is nearly linear because of the steep side slopes. Using
the developed rating equation shown in Figure 6B, a 0.101 m
change in stage only yields a 3.4 m2 change in cross-sectional
area, about a 7% change. Given that the discharge regularly
changes direction because of the gradient, a much larger ef-
fect than that of cross-sectional area change, it is reasonable
to not include a depth dependency in Equation (4).

If Manning’s equation is related to Equation (4), the pro-
portionality is:

2/31 AR
� � (5)

1/2� L

where � is Manning’s friction factor, A is the cross-sectional
area of the creek, R is the hydraulic radius, and L is the
length of the creek. Stage-measurement errors of interest
would translate to depth errors in the A and R terms in Equa-
tion (5). � is proportional, through A and R, to depth to the
5/3 power. The stage measurement error is less than 0.0015
m, and the mean depth is 1.5 m. So even if the error was
biased at its maximum value, the error in � would be (0.0015/
1.5)5/3 � 0.001%. So there is no error term associated with �
in Equation (4).

In Equation (4), the head-difference term with measure-
ment error, zi � ezi, can be called the measured head differ-
ence, ẑ. Making this replacement and setting Qi � ��zi ,
Equation (4) can be rearranged as follows:

ˆe � � �z � �z . (6)� �qi i i

Taking the mean of both sides and defining eq as the mean
of the flow errors eqi:

ˆe � � �z � �z (7)� �q i i

where the overbar indicates the mean.
The error ezi occurs because of the distance of the actual

water level from an increment of the water-level gauge. Fig-
ure 7 shows the relationship of the upstream and down-
stream water levels, the water-level gradient between them,
the downstream water-level gauge increment, and the mea-
surement error ezi. The points on the measurement error
scale upon which the downstream stage falls in Figure 7 de-
pend only on the proximity of the downstream stage to a mea-
surement increment. The measurement error ezi ranges from
�0.15 cm to �0.15 cm with the particular value not corre-
sponding to any particular water-level gradient. A high wa-
ter-level gradient may have a downstream stage with either
a high or low measurement error, as might a low water-level
gradient. So Figure 7 indicates that when the downstream
water level varies over a number of these increments during
the multiyear dataset, the error ezi does not correlate to any
particular water-level gradient or the magnitude of the wa-
ter-level difference zi. So assuming zi and ezi are uncorre-
lated, and ẑ � zi � ezi, then zi � ẑi and Equation (7)
becomes:



1427Utilizing Spectral Analysis of Coastal Discharge

Journal of Coastal Research, Vol. 24, No. 6, 2008

Figure 7. Schematic diagram showing the lack of correlation between
water-level gradients and measurement errors at a downstream gauge
with discrete measurement increments.

ˆ �e � � �z � ˆ . (8)z� �q i i

When higher- order terms in a Taylor series are neglected,
a statistical property of expected values (means) is:

1
f (x) � f (x̄) � f �(x̄)VAR[x] (9)

2

where VAR[x] is the variance of x. With f(x) � �x and x �
ẑi, Equation (9) can be put into the right-hand side of Equa-
tion (8) to yield:

�3/21
ˆ ˆe � � � z VAR[z ] . (10)� �q i i� �8

With (ẑi)�3/2 � (zi)�3/2 � 1/�ẑi
3 and VAR[ẑi] � 2e ,zi

Equation (10) becomes:

�� 1
2e � e . (11)q zi3� �8 �zi

With �ẑi � Qi/�, Equation (11) becomes:

4�� 1
2e � e . (12)q zi3� �8 Qi

Error Evaluation

To evaluate the induced error in computed flow eq, the
three independent variables on the right-hand side of Equa-
tion (12) must be evaluated. The value of � could be computed
with Equation (5) using estimates of �, A, R, and L; however,
a less approximate method is available. If Manning’s equa-
tion applies, the equation � � Q/�z is true not only when
Q and z are fixed values, but also when Q is a flow fluctu-
ation and z is the corresponding head difference fluctuation.
The fluctuations in these values at certain frequencies are

expressed by their spectral amplitudes. Because it has been
shown that the M2 and O1 flow fluctuations are due to the
tidal water-level boundary, the spectral amplitude of the tidal
boundary can be considered a close approximation of the
spectral amplitude of the head difference z. Therefore, the
numerical model results can be used to estimate � at a given
tidal frequency by using the amplitude of the computed dis-
charge spectrum as Q and the amplitude of the tidal bound-
ary water-level spectrum as z in the equation � � Q/�z.
For the purposes of the calculations, � can be defined to cor-
respond to Q (hence eq) in cubic meters per second and z
(hence ezi) in centimeters.

As shown in Table 3, a harmonic analysis of the tidal
boundary water-level fluctuations yielded an M2 amplitude
of 0.21 cm and an O1 amplitude of 0.22 cm. The harmonic
analysis of the computed discharge data at Trout Creek in-
dicates that the M2 and O1 components have respective am-
plitudes of 0.519 and 0.805 m3/s, yielding � values of 1.132
and 1.715. These � values are only appropriate for discharge
measured in cubic meters per second and water level mea-
sured in centimeters. Additionally, using the numerical mod-
el results for this purpose also assumes that the hydrodynam-
ic relations are represented accurately in the model. As a
reasonable estimate, an average value of � � 1.42 was used.

The independent variable in Equation (12) was eval-31/Qi

uated using the measured discharge data. The quantity
was summed up over the entire 1996–2002 period and31/Qi

averaged for a resulting value of 58.74 s3/m9. The final in-
dependent variable in Equation 12, , was evaluated for a2ezi

uniform distribution between �0.15 and �0.15 cm (Figure
7). Because the mean of the uniform distribution is zero, 2ezi

is equal to the variance of the distribution, which is (range
of distribution)2/12 � 0.302/12 � 0.0075 cm2. Using these val-
ues, Equation (12) yields an error in creek discharge, eq, in-
duced by measurement error at the tidal water-level gauge
of �0.226 m3/s. The negative sign indicates that the error
reduces the magnitude of the flow fluctuations. This is sup-
ported by Figure 3, which also indicates the error tends to
reduce the flow fluctuation.

Statistical Test of Error Significance

To determine if the model-computed discharge error due to
measurement error at the tide gauge eq is significant relative
to inherent errors in the field-computed discharge measure-
ments used for comparison, we performed a statistical test.
The flow velocity at Trout Creek (HITTLE, PATINO, and
ZUCKER, 2001) is measured by an acoustic doppler velocity
meter (ADVM), which has a rated standard error of 0.5 cm/s
or 0.005 m/s. This measured velocity is converted to a mean
velocity through a rating curve, developed from a number of
acoustic velocity measurements, which has a standard error
of 0.037 m/s. With these two errors added to a 0.042 m/s ve-
locity error, and a creek cross-sectional area of approximately
52 m2, the standard error in the field-computed discharge is
about � � 2.2 m3/s. With a large data set collected at 15-
minute intervals for 7 years, a total number of data points n
� 245,472, random errors can be represented as normally
distributed with a mean y � 0. A two-tailed statistical test
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can be performed for the null hypothesis that the mean field-
computed error equals the tide-gauge induced error eq � �0.226
m3/s, using the test statistic Z � �y � eq �/(�/�n ) � 50.9. For
a 99% confidence level in a two-tailed test, Z would have to
be larger than Z0.01/2 � 2.575 to reject the null hypothesis that
the field computed discharge error equals the model-comput-
ed discharge error due to measurement error at the tide
gauge eq. Because 50.9 is much larger than 2.575, we reject
the null hypothesis and state that the model-computed dis-
charge error due to measurement error at the tide gauge eq

is significant relative to inherent errors in the field-computed
discharge measurements used for comparison.

Comparison to Numerical Models

A comparison of the Equation (12) results with the actual
error induced in the model is informative; the value of eq �
�0.226 m3/s is 28.7% of the M2 amplitude of measured dis-
charge fluctuation in Table 3 and 21.6% of the O1 amplitude.
This means that the M2 and O1 components would be re-
duced to 71.3% and 78.4%, respectively. The actual reduc-
tions in discharge fluctuation amplitude in the model is de-
termined from Table 3 by (computed Trout Creek discharge)/
(measured Trout Creek discharge) � 100%, yielding 65.9%
for the M2 component and 76.8% for the O1 component.
Equation (12) represents discharge errors associated with
water-level gauge resolution consistent in magnitude and
sign to the errors in the underestimation of discharge spec-
tral power seen in the numerical model. This indicates that
the lack of sufficient discharge fluctuation magnitude in the
numerical model representation of tidal components can be
largely due to the resolution of the water-level gauge used to
create the tidal boundary in the model.

To further test the hypothesis that the discharge fluctua-
tion errors observed can be explained by the measurement
errors at the tidal boundary, we created two simulations with
a synthetic 25-cm amplitude S2 tide added to the boundary.
This is a significantly larger tidal range than the actual Flor-
ida Bay values. In one simulation, only the tide is added. In
the second simulation, along with the tide, a 0.087-cm error
value is added that alternates positive and negative. This er-
ror value produces the same variance (0.0075 cm2) as the
measurement error assumed for the tidal gauge. The ampli-
tude of the S2 component of the discharge values at Trout
Creek from these two runs are then evaluated with the har-
monic analysis. The simulation without the error has a dis-
charge S2 amplitude of 21.850 m3/s and the simulation with
the error has a discharge S2 amplitude of 21.680 m3/s. This
difference of �0.180 m3/s compares very well with the equa-
tion-predicted error of �0.226 m3/s. This analysis also dem-
onstrates the analysis under conditions with a higher ampli-
tude tide (25 cm vs. 0.25 cm). Of course the discharge error
is a smaller percentage of the total discharge fluctuation un-
der these conditions.

Comparison of the numerical model errors in representing
flow fluctuation spectral power with those predicted by Equa-
tion (12) indicates the equation’s appropriateness. Equation (12)
has been shown to: (1) predict the error magnitude that has
been attributed by the model to tidal stage errors; (2) predict

the error magnitude that was artificially induced into the nu-
merical model by adding a tidal signal; and (3) produce errors
that are significant in magnitude relative to other errors.

SUMMARY AND CONCLUSIONS

A combined numerical model–spectral analysis can be used
to help delineate the separate forcing functions that affect
coastal outflows in a combined wetland–bay system and
quantify sources of errors in boundary conditions. An appli-
cation to the southeastern Everglades–northeastern Florida
Bay numerical model initially involved computing the power
spectrum of the simulated flows at Trout Creek (a coastal
site) and comparing this with the spectrum of measured flow
at Trout Creek. This comparison identified four dominant
power frequencies, corresponding to S1, S2, M2, and O1 tidal
periods. The model appeared to reproduce the magnitudes of
the S1 and S2 components better than the M2 and O1 com-
ponents.

A steady-base version of the model was created with all
time-varying forcing functions (rain, evapotranspiration,
wind, and inland and tidal boundaries) set to averaged val-
ues. Each forcing function was varied individually to delin-
eate its effects. Results indicate that rain, evapotranspira-
tion, and inland boundaries each had little or no effect on the
four dominant power frequencies. Wind had a predominant
effect on the frequencies corresponding to the S1 and S2 com-
ponents, and tidal boundaries were the sole generator of the
M2 and O1 components. Because the M2 and O1 components
of Trout Creek flow were the least well represented, it was
concluded that the effect of tidal boundaries is probably not
being represented as well as wind-forcing effects in the mod-
el. An analytical equation was developed, relating the error
in water-level measurements to the induced error in model-
produced flow fluctuations. The water-level errors were as-
sumed to have the statistical distribution of the errors in a
water-level gauge associated with the resolution increments.
The errors in computed discharge fluctuation magnitude de-
rived from the analytical equation were similar to those seen
in the discharge computed by the numerical model.

To further investigate the validity of the analytic equation
and the possible effect of tidal measurement error, we per-
formed additional numerical model simulations with an ar-
tificial tidal signature and a perturbation similar in magni-
tude to the error from the tidal water-level gauge. Two model
simulations, with and without the error perturbation, indi-
cated a difference in spectral power similar to that predicted
by the analytic equation and that seen in the comparison of
the calibrated model to the field-measured data.

Some of the deficiencies in the numerical model representa-
tion of the M2 and O1 tidal components of discharge through
Trout Creek can be explained by the limits in resolution of the
water-level gauges used to define the tidal model boundary. This
conclusion is based on: (1) the spectral analysis of the modified
numerical model simulations, (2) the analytical equation ex-
pressing water-level gauge-error effects, and (3) the numerical
model simulations with and without the artificial tidal error.
Additionally, the wind-induced components of discharge seem to
be better represented than the tidally induced components of
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discharge. The sensitivity of the numerical model representation
of discharge volumes to small errors in boundary water levels
has been known intuitively, but the current analysis quantifies
the problem more definitively. The combined use of a numerical
model and spectral analysis allows for more extensive analyses.
A numerical model that has been sufficiently developed and cal-
ibrated to properly represent the controlling processes can be
used to delineate individual forcing-function effects that could
not be determined otherwise. The spectral analysis can then be
used to locate and quantify characteristic frequency responses
and relate them to their inducing forcing functions. The current
effort shows how it is possible to use spectral analysis to locate
and quantify error sources and gain a better understanding of
the dynamics of the hydrologic area modeled.

NOTATION

A cross-sectional area of the creek.
Cx(�) covariance of quantity x at a time lag of �.

eqi error in discharge computed at measurement i.
ezi error in water-level measurement at measurement i.

i imaginary number ��1.
L length of the creek.
n number of segment in spectral analysis.

Qi discharge at measurement i.
R hydraulic radius.

Sxx(�) spectrum of quantity x(t) at a time frequency of �.
t time.

T total time analyzed.
x̄ time-averaged value of quantity x.
ȳ arithmetic mean.
Z two-tailed test statistic.

zi water-level difference through the creek at measure-
ment i.

ẑi water-level difference with measurement error;
equals zi � ezi.

� proportionality between discharge and the square
root of water-level difference.

� Manning’s friction factor.
� standard error.

�2 chi-squared parameter.
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